Fuzzy Decision Tree using Soft Discretization and a Genetic Algorithm based Feature Selection Method

Min Chen and Simone A. Ludwig
Department of Computer Science
North Dakota State University
Fargo, ND, USA
min.chen@my.ndsu.edu, simone.ludwig@ndsu.edu

Abstract—In data mining, decision tree learning is an approach that uses a decision tree as a predictive model mapping observations to conclusions. The fuzzy extension of decision tree learning adopts the definition of soft discretization. Many studies have shown that decision tree learning can benefit from the soft discretization method leading to improved predictive accuracy. This paper implements a Fuzzy Decision Tree (FDT) classifier that is based on soft discretization by identifying the best “cut-point”. The selection of important features of a data set is a very important preprocessing task in order to obtain higher accuracy of the classifier as well as to speed up the learning task. Therefore, we are applying a feature selection method that is based on the ideas of mutual information and genetic algorithms. The performance evaluation conducted has shown that our FDT classifier obtains in some cases higher values than other decision tree and fuzzy decision tree approaches based on measures such as true positive rate, false positive rate, precision and area under the curve.
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I. INTRODUCTION

Data mining and knowledge discovery have been attracting a significant amount of researchers recently. Data is being collected and accumulated across all fields with dramatic speed. Efficient tools or techniques that can assist humans to extract useful information or knowledge from the rapidly expanding volume of data are required.

The data mining tasks can be classified as unsupervised or supervised learning. Unsupervised learning focuses on finding patterns describing the data that can be interpreted. Supervised learning involves using some features or fields of the data set to predict unknown or future values of interest. Discretization plays an important role in data mining and knowledge discovery. If attributes are continuous, discretization can be used to transform them into discrete features. Unsupervised and supervised discretization depends on whether it contains class information or not [1]. Unsupervised discretization does not consider the class information while supervised discretization does. Discrete values are intervals in a continuous spectrum of values. Discrete values are closer to a knowledge-level representation than continuous values, since they are more concise to represent and specify, easier to use and comprehend [1]. Due to the tremendous expansion in the volume of data being generated and stored, many studies show that induction tasks can benefit from discretization by leading to improved predictive accuracy in particular in the area of rule mining. Rules with discrete values are shorter and more comprehensible than continuous values.

Decision Tree (DT) mining is one of the frequently used classification methods that specify the sequences of decisions that need to be made accompanied by the resulting recommendation. DT mining typically uses a top-down strategy, and the measure of information gain was introduced as a “goodness” criterion. DTs are intrinsic multi-class learners that scale comparatively well, sometimes even outperforming other state-of-art methods especially when they are used as part of an ensemble method [2], [3]. DTs are comprehensible and interpretable and can handle different types of attribute (e.g., numerical and categorical) [4]. Popular methods of decision trees are ID3 [5], C4.5 [6] and CART [7], which generate a tree structure through recursively partitioning the attribute space until the whole decision space is completely partitioned into a set of non-overlapping subspaces [1], which is also called hard discretization. Soft discretization on the other hand is when the decision space is partitioned into a set of overlapping subspaces. The classical crisp discretization can cause low classification accuracy since it can not analyze noisy data using crisp cut points. Furthermore, crisp discretization can lead to misclassification of new objects, which are close to the separating boundary between decision classes [8].

Researchers have attempted to combine some elements of symbolic and sub-symbolic approaches to decision tree induction. The fuzzy approach is one of such extensions. Due to its ability of handling vagueness, ambiguity and reduction of complexity, fuzzy logic [9],[10] has been widely applied in dealing with problems of uncertainty, noise, and inexact data. A DT induction method using fuzzy set theory, in other words, Fuzzy Decision Tree (FDT), is becoming an increasingly popular method to solve classification problems.
FDT, like classical DT, uses the top-down strategy. In order to find the best so called “cut-point”, FDT is based on soft discretization and follows the DT run recursively on each partition until the best cut point is found.

However, the data contains many redundant or irrelevant features. These features provide no useful information in any context. In order to improve the model interpretability and enhance the generalization, a Genetic Algorithm (GA) based feature selector is applied in this paper. Mutual information is one suitable criterion for feature selection [11]. Mutual information can reduce the uncertainty about the class labels and minimize a lower bound on the Bayes classification error as investigated in [12]. Nevertheless, the estimation of mutual information is not an easy task. Mutual information is a nonlinear measure used to quantify not only linear and but also nonlinear correlations [13]. The challenge of using mutual information for feature selection is the estimation of this measure from the available data.

The contribution of this paper is arranged as follows. Section II describes related work. The proposed approach is introduced in Section III. The experimental setup and results are demonstrated in Section IV. Finally, conclusions and future work are discussed in Section V.

II. RELATED WORK

Related work with regards to the classification task in the area of data mining include neural networks, naive Bayes classification, decision tree, genetic algorithm, etc. [14]. Neural networks have become equally popular to decision trees due to its relative ease of application and abilities to provide gradual improvements [15]. Neural networks are seen as data driven self-adaptive methods, which can adjust themselves to the data without any explicit specification of the underlying model [16]. However, neural networks lack similar levels of comprehensibility as decision trees, which is a problem when users want to understand or justify the decisions [15].

Naive Bayes learning is one particular strategy belonging to the category of learning methods. It is a statistical method for classification, which is based on applying the Bayes’ theorem with the naive independence assumption [17]. Naive Bayes learning has been deployed in numerous classification tasks due to its simplicity, effectiveness and incremental training ability. Naive Bayes classifiers have widespread deployment in medical diagnosis [18], email filtering [19], and recommender systems [20], [21]. Due to the independence assumption of naive Bayes, a large amount of research has been conducted on relaxing the naive Bayes independence assumption in machine learning. However, learning the tree structure is not trivial especially in the area of text classification [22].

With respect to fuzzy decision trees applied to classification tasks, fuzzy decision trees have been applied in the medical and financial fields [15], and have been used for ranking tasks [4], etc. Fuzzy decision tree induction follows the same steps as that of when building a classical decision tree. [23] proposed a novel criterion on measurement of cognitive uncertainty, and [24] proposed an alternative criterion based on fuzzy mutual entropy in the possibility domain.

Related work related to feature selection has shown that many search approaches have been proposed. [25] aggressively reduce the document vocabulary in a naive Bayes model and a decision tree approach using an information measure. A Normalized Mutual Information Feature Selection (NMIFS) [26] is proposed as a measure of redundancy among features. Two feature evaluation metrics for the naive Bayes classifier have been applied on multi-class text data sets in [27]. Three new approaches to fuzzy-rough feature selection based on fuzzy similarity relation have been proposed in [28] to provide robust solutions and advanced tools for data analysis.

In general, feature selection can improve the scalability, efficiency and accuracy of classifiers. Therefore, the proposed FDT with GA feature selection is investigated. In addition, the combination of feature selection and FDT is of great interest. Based on the complementary nature of feature selection and FDT, it hybridizes the underlying concepts to deal with aspects of data imperfection and improve predictive classification accuracy.

III. FUZZY DECISION TREE CLASSIFIER

The main difference between classical DT and FDT is using crisp or soft discretization respectively. The classical DT uses crisp discretization while fuzzy decision tree is based on soft discretization. The decision space is partitioned into a set of non-overlapping subspaces using the crisp discretization method. For soft discretization, the decision space is partitioned into a set of overlapping subspaces. For both classical and fuzzy decision trees, each path from the root node to a leaf node represents a classification rule. In a more explicit form, the $i^{th}$ branch has the following form:

$$\text{IF } x_{i1} \in A_1^n \text{ AND } .. \text{ AND } x_{ij} \in A_j^n \text{ THEN } c_i \in C^k$$

where $x_{ij}$ denotes the $j^{th}$ attribute of the $i^{th}$ branch. $A_j^m$ denotes the $m^{th}$ antecedent value of the $j^{th}$ attribute. $c_i$ is the consequent of the $i^{th}$ rule.

The fuzzy decision tree has been extended in the possibility domain based on fuzzy set theory [26]. A fuzzy set $F$ is characterized by a membership function $F(a) : U \rightarrow [0, 1]$. $F(a)$ is the membership degree of $F$ taking a value $a \in U$. Let $V = \{F_1, F_2, ..., F_m\}$ be a family of fuzzy sets of $U$. Then

$$\sum_{i=1}^{m} F_i(a) = 1, \forall a \in U$$

(1)

The cut-point is determined by the fuzzy set pair $A_1$ and $A_2$ such that $A_1(a) + A_2(a) = 1$. The fuzzy class entropy
in a data set $S$ is:

$$E(S) = \sum_{j=1}^{k} p(c_j, S) \log p(c_j, S)$$ (2)

where $p(c_j, S) = \sum_{a_i \in c_j} (A_1(a_i) + A_2(a_i))$ is the proportion of records in $S$ that belongs to class $c_j$. After soft discretization, the set $S$ is partitioned into two subsets $S_1$ and $S_2$ given a threshold value. The class information entropy is calculated by the probability of fuzzy partition as:

$$E(S) = \frac{N_{S_1}^{S}}{N^{S}} E(S_1) + \frac{N_{S_2}^{S}}{N^{S}} E(S_2)$$ (3)

$$E(S_i) = -\sum_{j=1}^{k} p(c_j, S_i) \log p(c_j, S_i), i = 1, 2$$ (4)

$$p(c_j, S_i) = \frac{N_{S_i, c_j}^{S}}{N_{S_i}^{S}}, i = 1, 2$$ (5)

where $N^{S} = \sum_{n=1}^{N} \sum_{i=1}^{2} A_i(a_n), N_{S_i}^{S} = \sum_{n=1}^{N} A_i(a_n), i = 1, 2$.

A fuzzy discretization process mainly includes four phases (shown in Figure 1): sorting, evaluation, splitting and stopping. Since we are also considering feature selection as a preprocessing step, it is the step to be performed before the other four phases are started.

![Figure 1. A fuzzy discretization process.](image)

1) **Preprocessing Phase:** Feature selection is a common technique in data mining in order to reduce the overall feature set that is provided to the algorithm choosing the most important features to be used for the training of the classifier. However, not only does the reduction of features contribute to a faster learning process, but it usually also improves the classification accuracy. For the feature selection task, methods from information theory are frequently used. Feature selection involves the maximization of the mutual information between features and the class label. However, this procedure is very computationally expensive since the joint entropy has to be calculated requiring the estimation of the joint probability distributions. In order to reduce the computational complexity, a variable selection based on the principle of minimum-redundancy/maximum-relevance, which maximizes the mutual information indirectly, was proposed in [11]. However, since all possible combinations of variables need to be checked, there is still a large computation involved, thus, a simple method of incremental search, that obtains sub-optimal solutions has been proposed by previous work [29]. The use of a genetic algorithm was proposed to address the combinatorial checking of the variables, which our FTD classifier has adopted.

Algorithm 1 shows the steps involved in the feature selection process. The inputs are the number of features of the data set, feature vector, and class vector. The output is a vector of selected features. The first steps of the algorithm are the calculation of the entropy of each feature vector and the class vector, as well as the calculation of the mutual information between the feature and class vectors and between the features. Once these values are calculated the GA process can start by setting up a population of randomly initialized chromosomes. The first generation can begin. While iterating over the population, the maximum relevance, minimum redundancy and fitness value are calculated for each chromosome. Afterwards the population is ranked, crossover is performed, and repeated features and features with an entropy of 0 are removed, and another generation is started. This process proceeds until the maximum number of generations is reached. The feature vector found is the one used for the next steps in our proposed FDT approach.

**Algorithm 1** GA-based Feature Selection Method

<table>
<thead>
<tr>
<th>Input: number of features</th>
<th>Input: feature vector</th>
<th>Input: class vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: selected feature vector</td>
<td>genmax: maximum number of generations</td>
<td>Npop: population size</td>
</tr>
</tbody>
</table>

for gen = 1 : genmax do
  for index = 1 : Npop do
    calculate maximum relevance
    calculate minimum redundancy
    calculate fitness by subtracting max. relevance from min. redundancy
  end for
  rank population according to their fitness
  perform crossover
  remove repeated features and features with entropy = 0
end for
2) Sorting Phase: The continuous values of a feature are sorted in either ascending or descending order. This task can be computationally expensive if care is not taken when considering the sorting algorithm. Quick-sort is one efficient sorting algorithm, which has a time complexity of $O(N \log N)$ [30]. Specifically, assume current nodes contain a data set $S$ with $N$ records, the records are sorted according to the value of $A$ generating a sequence of ordered values $a_1, a_2, \ldots, a_N$.

3) Evaluation Phase: The next step after sorting is to find the best “cut-point”, which can split a range of continuous values into two parts. A list of candidate cut points $T = (a_i + a_{i+1})/2$ are generated using the class boundary points. By using the fuzzy set pair, $A_1$ and $A_2$, the cut points can be fuzzified to generate candidate soft discretizations. In the proposed algorithm, the evaluation function used to evaluate each candidate soft discretization is as given by Equation 3.

4) Splitting Phase: The intervals are split in a top-down strategy, which requires to evaluate “cut-points”. In order to choose the best one and split the range of continuous values into two partitions, the algorithm runs recursively for each part until a stopping criterion is satisfied.

5) Stopping Phase: A stopping criterion specifies when the discretization process is stopped. Specifically, a threshold value $\theta \in [0, 0.2]$ is predefined. If the truth level of a branch $N_{S_i}^{\theta}$ is greater than $\theta$, then the truth level of the branch belonging to the $j^{th}$ class is calculated as follows:

$$\delta_{i,j} = \frac{\sum_{a_k \in c_{ij}} A_i(a_k)}{N_{S_i}}, i = 1, 2$$  \hspace{1cm} (6)

Otherwise, the corresponding branch is deleted. Another predefined maximum value of $\delta$ called $\mu \in [0.8, 0.9]$ is used as the stopping criterion. If the maximum $\delta$ value is greater than $\mu$, the corresponding branch search is terminated as a leaf. This leaf is assigned as the class $c_j$. Otherwise, the data set $S$ is partitioned into $S_1$ and $S_2$ until the above criterion (either $\frac{N_{S_i}}{N_{S_j}} \geq \theta$ or $\delta \geq \mu$) are satisfied.

Generally, a FDT classifier starts by sorting the continuous values of a feature. It then generates a possible candidate “cut-point”, and fuzzifies the “cut-point”. It uses an entropy evaluation function to check whether the candidate’s “cut-point” is satisfied or not. It recursively keeps checking until the best “cut-point” is found, and repeats to generate the soft discretization for the other attributes. When all attributes have been soft discretized, the attribute of minimum value is selected to generate two child branches and nodes. This process repeats until the stopping criterion is met.

IV. EXPERIMENTS AND RESULTS

In order to investigate the performance of our FDT approach, experiments are conducted comparing the effect of using all features of five chosen data sets, or using the preprocessing step that reduces the feature set with the GA-based feature selection method as described earlier. The experimental setup is described in the following subsection followed by the experimental results.

A. Experimental Setup

The experiments of all algorithms are conducted on a number of data sets taken from the UCI repository [31]. The experiments of FDT are run on an ASUS desktop (Intel(R) Dual Core I3 CPU @3.07 GHz, 3.07 GHz) with Java Version 1.6.0.25. A few data mining algorithms are used for comparison provided by the Weka software (version 3.7.8). All experiments use the 10-fold cross validation [16] technique. Each data set is divided into 10 partitions. Nine partitions of the data set are used as training data and one partition is selected as test data.

B. Experimental Results

In order to compare our FDT classifier, two DT classifiers J48 and REPTree, and a fuzzy rule classification algorithm FURIA were chosen. The algorithms are summarized as follows:

- J48 is a decision tree implementation induced by the C4.5 algorithm, which is developed by Quinlan [6]. It learns decision trees for the given data by constructing them in a top-down way.
- REPTree stands for Reduced Error Pruning Tree [16], which is a fast decision tree implementation that builds a decision tree using information gain as the splitting criterion. It adopts a reduced-error pruning using top-down strategy. It uses the C4.5 method to deal with missing values and only sorts values of numeric attributes once.
- FURIA is short for Fuzzy Unordered Rule Induction Algorithm, which extends the well-known RIPPER algorithm [32]. FURIA learns unordered fuzzy rule sets instead of rule lists. It includes a number of modifications and extensions to deal with uncovered examples.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>$200 \times # \text{ of selected features}$</td>
</tr>
<tr>
<td>Maximum iteration</td>
<td>80</td>
</tr>
<tr>
<td>Selection</td>
<td>Elitism</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>1</td>
</tr>
</tbody>
</table>

Table I

Table I shows the parameters and their values used for FDT with the GA-based feature selection. For the proposed algorithm, the population size is chosen as the product of 200 and the number of selected features, and the maximum number of iterations is set to 80. An elitist selection strategy is selected and the crossover rate is set to 1.

The description of the selected data sets used are summarized in terms of number of attributes, number of instances...
and number of classes as shown in Table II. The 5 data sets are listed alphabetically. The values in brackets under the column Features is the reduced number of features after the preprocessing process is applied.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Features</th>
<th>Instances</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>8 (4)</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Glass</td>
<td>10 (8)</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34 (18)</td>
<td>351</td>
<td>2</td>
</tr>
<tr>
<td>Pendigits</td>
<td>16 (9)</td>
<td>10992</td>
<td>10</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18 (7)</td>
<td>946</td>
<td>4</td>
</tr>
</tbody>
</table>

Table II
DATASETS USED FOR EXPERIMENTS.

Measured are the weighted average True Positive Rate (FPR) and the False Positive Rate (TPR), as well as the precision. Experiments were run using the data sets as listed above on all algorithms, first without the feature selection stage meaning that all features were used, and the second time using the reduced feature set as determined by the GA-based feature selection method. All results reported in the tables are reported by a number indicating all features were used from the data sets, and the second value in brackets are results when the algorithms were run with the reduced feature set. The values in bold are the best values comparing the results for with/without the GA-based feature selection method.

In Table III, the average weighted true positive rates of all algorithms are measured. As shown in the table, FURIA and FDT using soft discretization always score better than the classical DT techniques, J48 and REPTree that use hard discretization. In addition, FDT with/without the GA-based feature selection method scores slightly better than FURIA on most data sets except for data set Pendigits.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>J48</th>
<th>REPTree</th>
<th>FURIA</th>
<th>FDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>73.8 (74.9)</td>
<td>75.3 (72.8)</td>
<td>74.5 (75.1)</td>
<td>76.2 (76.8)</td>
</tr>
<tr>
<td>Glass</td>
<td>66.8 (71.5)</td>
<td>66.4 (69.2)</td>
<td>70.6 (74.8)</td>
<td>70.6 (75.1)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>91.5 (91.7)</td>
<td>89.5 (90.6)</td>
<td>91.2 (89.5)</td>
<td>91.6 (91.9)</td>
</tr>
<tr>
<td>Pendigits</td>
<td>96.6 (93.9)</td>
<td>95.6 (92.9)</td>
<td>98.0 (94.5)</td>
<td>96.8 (93.4)</td>
</tr>
<tr>
<td>Vehicle</td>
<td>72.5 (68.3)</td>
<td>72.3 (66.7)</td>
<td>70.6 (70.2)</td>
<td>72.6 (72.1)</td>
</tr>
</tbody>
</table>

Table III
AVERAGE WEIGHTED TPR (%) OF ALL ALGORITHMS.

The average weighted false positive rate is tabulated in Table IV. FURIA and FDT achieve better results (smaller values) than J48 and REPTree. Furthermore, FDT scores slightly better than FURIA for most data sets except Pendigits.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>J48</th>
<th>REPTree</th>
<th>FURIA</th>
<th>FDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>73.8 (74.4)</td>
<td>74.7 (72.3)</td>
<td>73.7 (74.4)</td>
<td>75.7 (76.5)</td>
</tr>
<tr>
<td>Glass</td>
<td>67.0 (71.5)</td>
<td>65.8 (69.0)</td>
<td>70.5 (72.1)</td>
<td>68.5 (70.3)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>91.5 (91.8)</td>
<td>89.4 (90.6)</td>
<td>91.2 (89.4)</td>
<td>91.6 (91.8)</td>
</tr>
<tr>
<td>Pendigits</td>
<td>96.6 (93.9)</td>
<td>95.6 (92.9)</td>
<td>98.0 (94.8)</td>
<td>96.8 (94.1)</td>
</tr>
<tr>
<td>Vehicle</td>
<td>72.2 (67.9)</td>
<td>71.1 (68.3)</td>
<td>68.8 (63.9)</td>
<td>73.8 (71.2)</td>
</tr>
</tbody>
</table>

Table IV
AVERAGE WEIGHTED FPR (%) OF ALL ALGORITHMS.

AUC is the area under the ROC curve. ROC stands for “Receiver Operation Characteristic”, which is part of a field called “Signal Detection Theory” developed during World War II for the analysis of radar images [33]. Two different methods are used to calculate the AUC. J48, REPTree and FURIA use a parametric method using a maximum likelihood estimation to fit a smooth curve to the data points since these algorithms are part of the WEKA software. Our FDT classifier uses a non-parametric method based on the construction of a trapezoid under the curve as an approximation of the area as follows:

\[
AUC = \frac{1 - FPR + TPR}{2}
\]

In order to compare the performance of using the GA-based feature selection method, the AUC of all the algorithms with/without the feature selection are measured. J48-P, REPTree-P, FURIA-P and FDT-P are abbreviations for the algorithms using the feature selection preprocessing method.

In Figure 2, J48 when the GA-based feature selection method was applied achieved the same or even better AUC values for 4 out of 5 data sets except for Pendigits. The AUC values when using REPTree with the reduced feature set are either the same or less than using REPTree when all features are used. Only 2 out of 5 data sets achieve better results using REPTree with the reduced feature set.

Evaluating AUC on the FURIA classifier shows that 4 out of 5 data sets have less AUC values when the GA-based feature selection method was applied achieved the same or even better AUC values for 4 out of 5 data sets except for Pendigits. It seems that FURIA suffers from over-fitting when using the GA-based preprocessing method. The results are shown in Figure 4.

As shown in Figure 5, the AUC values of 3 of 5 data sets show slight improvement when using FDT with the GA-based feature selection.
based feature selection method.

Generally, J48 and FDT, except REPTree and FURIA, achieve slightly higher AUC values when the GA-based feature selection is used as the data preprocessing method.

V. CONCLUSION

In this paper, we presented a fuzzy decision tree (FDT) approach using a GA-based feature selection method. The FDT approach uses soft-discretization searching for the best cut-point in order to improve the predictive accuracy. The soft-discretization works by partitioning the decision space into a set of overlapping subspaces instead of using crisp discretization partitioning. Furthermore, since the reduction of the feature space has shown to improve the accuracy of classifiers in general, we investigated a GA-based feature selection method combined with our FDT approach. In terms of the value of AUC, the results show that J48 and FDT can score better by applying the GA feature selection on most data sets. However, REPTree and FURIA can not achieve as good values as without using GA feature selection.

Our FDT classifier was compared to J48, REPTree, and FURIA both with and without the GA-based feature selection method. Five continuous-valued data sets taken from the UCI repository were used. Overall, the results revealed that the approaches using soft discretization rather than hard discretization, such as FURIA and our FDT classifier, obtained better predictive classification accuracy in terms of TPR, FPR, precision and AUC. Furthermore, our proposed classifier achieved slightly better results than FURIA in most cases.

As for future work, we will investigate and compare other feature selection techniques available in terms of improvements in accuracy but also in terms of execution time.
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