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Inertial Measurement Units (IMUs) were first applied to aircraft navigation and large devices in the 1930s. At that time their
application was restricted because of constraints such as size, cost, and power consumption. In recent years however, Micro-
electromechanical (MEMS) IMUs were introduced with very favorable features such as low cost, compactness, and low processing
power. One of the disadvantages of these low cost IMU sensors is that the accuracy is lower compared to high-end sensors. However,
past experimental results have shown that redundant MIMUs (Magnetic and Inertial Measurement Units) improve navigation
performance such as for unmanned air vehicles. Even though past simulation and experimental results demonstrated that redundant
sensors improve the navigation performance, however, none of the current research work offers information as to how many sensors
are required in order to meet a certain accuracy. This paper evaluates different numbers of sensor configurations of an MIMU sensor
array using a simulation environment. Differently rotated MIMU sensors are incrementally added and the Madgwick filter is used to
estimate the Euler angles of foot mounted MIMU data. The evaluation measure used is the root mean square error (RMSE) based
on the Euler angles as compared to the ground truth. During the experiments it was noticed that the execution time with increasing
number of sensors increases exponentially, and thus, the parallelization of the code was designed and implemented, and run on a
multi-core machine. Thus, the speedup of the parallel implementation was evaluated. The findings using the parallel version with
sixteen sensors are that the execution time is less than twice the execution time of having only 1 sensor and 24 times less than

using the sequential version with the added benefit of a 26% increase in accuracy.

Keywords: IMU; Madgwick filter; Multi-core processing; performance evaluation.

1. Introduction

Inertial Measurement Units (IMUs) were first applied to
aircraft navigation and large devices in the 1930st' How-
ever, the application at that time was restricted because of
its constraints that were mainly due to size, cost, and power
consumption. Recently, Micro-electromechanical (MEMS)
IMUs were introduced with very favorable features such as
low cost, compactness, and low processing power.2 The ev-
eryday environment demands more and more advanced sen-
sory systems and thus many researchers make use of more
information regarding for example the current position and
movements of people and objects to advance current sys-
tems and technologies.

The recent trend seen is that people make use of their
own small electronice devices such as smart phones, GPS
devices, and portable radios and the position information
of the position sensors in those devices is used. Thus, the
usage of IMUs have been increasing steadily over the years
also since a wide variety of applications and systems are us-
ing them to measure movements in terms of acceleration,
angular velocity, and rotation 3

One particular area where IMUs are also used is in

UAVs (Unmanned Air Vehicles). The emergence of these
low-cost IMUs allow them to be integrated into unmanned
vehicles for agricultural applications such as precision farm-
ing and real-time irrigation control*2 Moreover, given the
current trend of modularization in unmanned system de-
sign, researchers and developers can use a relatively inex-
pensive commercial off-the-shelf IMU as part of the naviga-
tion system or develop their own system with those low-cost
inertial sensors.

Other areas of usage of IMU as part of UAVs are in-
door/outdoor mapping,® target tracking,” and industrial
inspection® MEMS IMUs are widely used as a low-cost
option of attitude determination and short term position
tracking through dead reckoning. However, without fre-
quent corrections from a positional tracking system, such
as GPS, they suffer from large drifts due to noise and re-
peated integrations of linear and rotational accelerations.
GPS however suffer natural signal blockages from the envi-
ronment such as tunnels, canyons and dense foliage or due
to malicious GPS jamming and spoofing 2 Thus, more and
more applications that include GPS also integrate IMUs.

This paper seeks to determine if combining multiple
MEMS IMUs in varying configurations has a significant ef-
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fect on reducing the drift of the system. Furthermore, the
influence of different numbers of sensors of an MIMU sensor
array is evaluated. Thus, ground truth acceleration, rota-
tion, and magnetometer data is used. This data is randomly
rotated to simulate each IMU’s location in the system as
well as noise and bias are added as specified in L' The read-
ings from each sensor in the virtual frame are averaged and
the resulting accelerometer, gyroscope, and magnetometer
measurements are fused in the Madgwick filter to obtain an
orientation estimate. The root mean square error (RMSE)
is calculated based on the estimated Euler angles and com-
pared to the orientation RMSE of a single IMU centered at
the origin of the system. In addition, the parallelization of
the code is done using multiple cores (parallel) instead of
only one core (sequential) in order to speed up the Euler
angle estimation of the Madgwick filter and to investigate
the effect of the scaling of the number of sensors. Thus, the
execution times are recorded in order to show the efficiency
of the parallel over the sequential implementation.

2. Related Work

Traditionally, multi-sensing systems have relied on compli-
cated geometries. The main reason of having redundant
sensors is to provide highly reliable and accurate sensor
data and also reconfigure sensor network systems if some
sensors failed. These two reasons provide the foundation for
the design of fault-tolerant navigation systems in order to
achieve reliability and integrity of inertial navigation sys-
tems 1213

When considering the sensor shape configuration, past
research identified two main approaches: orthogonal and
non-orthogonal configuration. The non-orthogonal config-
uration uses a skewed setup whereby the measurement
sensed by one sensor can be decomposed into three com-
ponents along the orthogonal axes. The use of the non-
orthogonal configuration has shown needing fewer sensors
with the same accuracy compared to the orthogonal con-
figuration that has been traditionally been used in fault-
tolerant navigation system 14

Current optimization approaches involve factory cali-
bration and this increases the cost of an MIMU substan-
tially (as quoted in*? the costs are around $1,000 per unit).
Therefore, adding additional sensor triads or sensor ar-
rays is economically viable if expensive calibration can be
avoided.

One problem of low-cost sensors is that they are prone
to large systematic errors (e.g., biases, scale factors, drifts),
which limit their applicability even in integrated navigation
systems. Thus, redundant sensors offer the possibility to ef-
ficiently enhance the navigation performances and partic-
ularly the orientation. First experiments undertaken have
shown an improvement of navigation performance ranging
from 30% to 50% when 4 sensors instead of 1 sensor are
used 10

IMUs provide the orientation of a tracking object |,
however, it is not directly measurable. It has to be esti-

mated from several correlated states such as angular rates
measured by a gyroscope, linear acceleration measured by
an accelerometer, and magnetic fields measured by an mag-
netometer. Thus, the estimation accuracy heavily relies on
the sensor fusion algorithm used. Past research using IMUs
have addressed the state estimation problem using nonlin-
ear filtering techniques ™ Different types of Kalman filters
are widely using in the UAVs and related area’® One of
the shortcomings is that many of these algorithms were
developed for highly accurate inertial sensors. Those algo-
rithms usually have high demands for computation power,
which makes the use of low-cost IMUs ever more appealing.
Since this paper is concerned with sensor fusion algorithms
that are based on low-cost IMUs related work is summa-
rized as follows. State estimation filters for low-cost IMUs
is provided with several representative examples such as
complementary filters ™ extended Kalman filters,20"22' and
other nonlinear filters23

Past research by the author applied the different fil-
tering algorithms. In /24 three filters were compared namely
Madgwick and Mahony and a basic fusion approach. Foot
mounted MIMU data was used to estimate the Euler angles
as well as the position. The results showed that Madgwick
obtains better heading orientation than Mahony and the
basic AHRS approach in terms of the error (RMSE) of the
Euler angles when compared to the ground truth. In2% the
Madgwick and Mahony filters were compared with and the
Extended Kalman Filter (EKF). Another work was con-
cerned with the EKF filter addressing the shortcoming of
the filtering solution becoming very poor when abrupt ac-
celeration motions occur28 Thus, this was addressed using
an optimization algorithm as a dynamic model correction.
Better orientation estimates were achieved with this ap-
proach compared to the basic EKF approach. Something
that was noted while conducting the different experiments
with the different filters were that the execution time or
runtime of the approaches are in need of improvement,
which is the aim of this paper. Thus, a parallel implemen-
tation was done and evaluated on a multi-core machine.
Speedup experiments were conducted to evaluate the per-
formance gain achieved by the parallel implementation.

Although experimental results have demonstrated that
redundant MEMS-IMUs integrated with GPS are an ef-
ficient way to improve navigation performances, the pre-
cise relationship between the number of sensors employed
and the accuracy enhancement remains unclear?? Though
simulations and experimental results have demonstrated
that redundant sensors improve navigation performance<®-
I none of the work offers guidance as to how many sensors
are required in order to meet certain specification and ac-
curacy. Thus, more extensive simulation experiments are
needed to analyze the improved accuracy as well as to ana-
lyze the execution time with increasing numbers of sensors.
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3. Background to Magnetic and Inertial
Measurement Unit (MIMU)

The Magnetic and Inertial Measurement Unit (MIMU) con-
sists of MEMS (Micro-Electro-Mechanical Systems) sensors
containing a 3-axis accelerometer, a 3-axis gyroscope, and a
3-axis magnetometer. The sensor outputs of these low-cost
sensors are unfortunately not very good and thus suffer
from problems such as noise, bias, scale factor, axis mis-
alignment, axis non-orthogonality and local temperature 2

3.1. Gyroscope

The gyroscope measures the angular velocity of the track-
ing object in 72 and is represented by: [Sw, Sw, Sw.]’-
Unfortunately, the gyroscope measurements suffer from:

e angular random walk
e bias instability
e rate random walk

The continuous time model for a gyroscope is ex-
pressed as:

Sw = Sw, + Sw, + Sw, (1)

where s,, is the angular rate measured by the gyroscope,
Su, is the true angular rate, s,,, is the gyroscope bias that
models its derivative by a random walk noise, and s, is
the white noise of the gyroscope.

Since the gyroscope measurements are not enough for
attitude estimation thus additional sensors such as ac-
celerometers and magnetometer can be added and used to
compensate this drift. The accelerometer corrects the pitch
and roll angles whereby the magnetometer improves the
yaw angle.

3.2. Accelerometer

The accelerometer measures the sum of the gravity and ex-
ternal acceleration of the tracking object in 7. The accel-
eration is given as s, = [Sa, Sa, Sa.]”. The three main

types of noise are:

e velocity random walk
e bias instability
e correlated noise

The continuous time model of the accelerometer is as
follows:

Sa = Sa, + Sayp + San (2)

where s, is the sum of the gravity and external acceler-
ation of the tracking object, s, is the sum of the gravity
and external acceleration, s, is the accelerometer bias that
models its derivative by a Gauss-Markov noise, s,, is the
accelerometer white noise.

3.3. Magnetometer

The magnetometer measures the magnetic field of the
tracking object in uT'. It is represented as s, =[S,  Sm,
sm.]T. The Earth’s magnetic field is modeled by a dipole
and follows the basic laws of magnetic fields, i.e., at any
location the Earth’s magnetic field can be represented by
a tS};ree-dimensional vector. More information is provided
in.

The three types of noise of the magnetometer are:

e angle random walk
e bias instability
e correlated noise

The continuous time model of the magnetometer is as
follows:

Sm = Sm, T Smy, T Sm,, (3)

where s, is the magnetic field measured by the magne-
tometer, s,,. is the true magnetic field, s,,, is the bias
of the magnetometer where its derivate is modeled by a
Gauss-Markov noise, and s,,, is the white noise.

The magnetometer not only measures the Earth’s mag-
netic field but is also influenced by magnetic disturbances
caused by ferromagnetic objects in the environment.

4. Attitude Estimation Algorithm:
Madgwick Filter

Attitude estimation algorithms are described using com-
mon notations used for quaternion and sensor readings. The
estimated vector v is described by o = [0, ©, ©.]7, the
quaternion and angular rate errors are given by g., we, and
the time difference between 2 epochs is At.

An attitude estimation algorithm use two reference
vectors F, and F,, in order to estimate ¢. In a noise-free
environment, the relation between these two reference vec-
tors are given as:

Sa, = q71 ® an ®q (4)
where ® is the quaternion multiplication2? Sq, is the
quaternion form of s,, which can be written as S,, =
0S4, 5a, sa.]7. E,, is the quaternion form of E,. For
the static case it is E, = [0 0 g]T where g is the accel-
eration due to gravity (g ~ 9.8%).

In a noise-free environment without any magnetic de-
viation, the relation between F,, and s,, is as follows:

Smy = q_l ® qu ®q (5)

where s, is the quaternion form of s,,, which can be writ-
tenas sy, = [0 Sm, Sm, Sm T E,,, is the quaternion
form of E,,. If there are no magnetic deviations, F,, can
be calculated using 2
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The angular velocity measurements from a gyroscope
to describe the variations of the attitude in terms of quater-
nions are given as such:

1
4= 509 su, (6)

where s,,, is the quaternion of s,,.

The Madgwick filter is a gradient descent based algo-
rithm where the quaternion error from the gradient descent
algorithm provides also a gyroscope drift compensation.
The algorithm is shown in Algorithm[I] In the algorithm, J;
refers to the Jacobian Matrix of F}, 3 is the divergence rate
of ¢; representing the magnitude of a quaternion derivative
corresponding to the gyroscope measurement error, and ¢
is the integral gain.

Algorithm 1 Madgwick Filter [33]

Ej, =41 ® 5w, ® 4,

Ez =10 0 \/W E; I

e [ Fou @)
4\ ®L, ®d4_— sy,
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Fig. 1. Block diagram of Madgwick Filter>?

Figure [2| shows the block diagram of the Madgwick fil-
ter whereby two main processes are used to compute the
orientation of the rigid body. First, the alignment of the gy-
roscope measurements depending on the parameter is done
via a correction algorithm. During quaternion propagation
and in order to minimize the effects that are due to the
bias and the drift error, both are used to compute the body
orientation obtained from the orientation estimated at the
previous step. Then, the accelerometer and magnetometer
measurements are fused together using a adjustable param-
eter, 3, using a gradient descent algorithm that is described
in3¥ The output of this algorithm is then used to correct
the orientation estimated considering only the gyroscope
measurements.

5. MIMU Simulation Configuration
Experiments

The code was implemented using Matlab version R2017A.
The machine used for the experiments consisted of a 16-
core/32-thread machine with Intel(R) Xeon(R) CPU E5-
2680 @ 2.70GHz with 32GB of RAM.

The data used was obtained from.*? The foot mounted
MIMU measurement data contains sensor data of a straight
trajectory of 1,000 steps. The steps are based on a human
step pattern characteristics measured by a motion capture
system. The data collected from the MIMU is the accelera-
tion, turn rates from the gyroscope and the magnetic field.
The data set includes ground truth values of the orienta-
tion (Euler and DCM). The units are in meters, seconds
and radians. The sampling frequency used was 100 Hz, and
gravity is given as 9.873. The MIMU sensor was the XSense
Mti which has the following specification:

o Accelerometer: 0.0127; standard deviation random
noise and a random constant with a Gaussian dis-
tribution and a standard deviation of 0.04%z for
the bias.

e Gyroscope: 0.0087% standard deviation random
noise and a random constant with a Gaussian dis-
tribution and a standard deviation of 0.015%‘1 for
the bias.

XSense MIMU are seen as the gold standard for scientific
research and are commonly used in motion sensing appli-
cations?t. 29

Figure [3] shows the sensor data obtained. It outlines
the gyroscope, accelerometer, and magnetometer data and
shows the cyclic steps of the walking motion.

5.1. Simulation Experiments

For the evaluation, the following experiments were run to:

(1) Investigate the RMSE values for increasing numbers of
Sensors;

(2) Investigate the execution time for the sequential execu-
tion of the code (normal implementation) for increasing
numbers of sensors;

(3) Investigate the execution time for the parallel execution
of the code for increasing numbers of sensors including
multiples of 16 (since we have 16 cores available on the
machine).

5.1.1.  Investigation of RMSE Values for Increasing

Numbers of Sensors

First, we ran the Madgwick AHRS implementation and ob-
served the RMSE (Root Mean Square Error) values of the
estimated Euler angles in x-, y-, and z-direction with in-
creasing numbers of sensors starting from one sensor up
to 16 sensors. Figure 4| shows the RMSE values exponen-
tially decreasing for all three axes with increasing numbers
of sensors. However, the Y axis is the least affected and
remains more or less unchanged since we are working with
foot data. The movement is primarily in the X and Z di-
rection but since the terrain is flat the y-axis remains more
or less constant.
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Fig. 3. Sensor data of gyroscope, accelerometer, magnetometer

Figure [p| shows the norm RMSE based on the three
RMSE values of the three directions. The exponential trend
of the norm RMSE is well observed.

Table[I]tabulates the results as plotted in Figure[dand
Figure [f

Based on the norm RMSE values, the relative improve-
ment can be calculated as shown in Table 2l The relative
improvement using 2 sensors is 11.54% whereas an improve-
ment of 26.01% is achieved using 16 sensors. The exponen-

tial downward trend seen in the norm RMSE values can
also be observed by the relative improvement values for
increasing numbers of sensors.

5.1.2. Investigation of Fxecution Time

During the simulation experiments we observed that the
running time increases exponentially with the increase in
the number of sensors; Figure [6] shows this trend. For ex-
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ample, the running time using one sensor is 15.1 seconds
whereas the running time using 20 sensors is 868.8 seconds.

The exponential trend of the execution times for in-
creasing numbers of sensors led us to parallelize the simu-
lation code and move away from the sequential execution
to a parallel execution to estimate the euler angles. Figure
[7]shows the sequential and parallel execution times with in-
creasing numbers of sensors. As can be seen by the figure,
the parallel execution time is quite steady rising from 13.5
seconds using 1 sensor up to 37.1 seconds for 20 sensors.
Compared to the sequential version this rise is negligible
given that the running time using 20 sensors was 868.8 sec-
onds for the sequential version. The obtained values are

Norm RMSE value with increasing numbers of sensors

also provided in Table [3] for completeness.

Zooming in on the parallel execution times, as shown in
Figure |8| we can observe also an exponential trend, how-
ever, nothing compared to the sequential execution time
trend. The execution time using two sensors is 27.4 sec-
onds using sixteen sensors. The reason for the exponential
trend is that the sequential portion of the code has a higher
impact than the parallel portion of the code with larger
numbers of sensors used.

In order to perform a scalability analysis on how well
the parallel implementation fares we ran simulations with
multiples of 16 sensors (from 16 to 160 sensors) to observe
the trend in the execution time of the parallel implemen-
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Table 1. RMSE in X, Y, and Z direction and norm RMSE with
increasing numbers of sensors
Number of
sensors RMSE_ X RMSE.Y RMSE_Z norm RMSE
1 0.0045940 0.0064458 0.0042995 0.0090077
2 0.0035468 0.0063283 0.0032958 0.0079680
3 0.0031680 0.0062713  0.0029274 0.0076115
4 0.0027652 0.0062521  0.0025443 0.0072944
5 0.0026259 0.0062473 0.0024215 0.0071964
6 0.0025034 0.0062161 0.0023076 0.0070874
7 0.0023966 0.0062313 0.0021983 0.0070289
8 0.0023042 0.0062262 0.0021151 0.0069677
9 0.0021632 0.0062143 0.0019802 0.0068715
10  0.0021009 0.0061950 0.0019270 0.0068195
11 0.0020160 0.0061833 0.0018408 0.0067591
12 0.0020363 0.0062115 0.0018560 0.0067951
13 0.0019402 0.0062095 0.0017707 0.0067422
14 0.0018520 0.0061940 0.0016896 0.0066821
15 0.0018529 0.0062048 0.0016870 0.0066917
16 0.0018191 0.0061931 0.0016584 0.0066644

Table 2. Relative improvement in RMSE with increasing number of sensors
Number of sensors 1 2 3 4 5 6 7 8 9 10
Improvement - 11.54 15,50 19.02 20.11 21.32 21.97 22.65 23.72 24.29
Number of sensors 11 12 13 14 15 16 17 18 19 20
Improvement 24.96 24.56 25.15 25.82 25.71 26.01 25.83 26.59 26.52 26.39
700 r
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E 400
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Fig. 6. Execution time of increasing numbers of sensors - sequential version

tation further. Figure [0] shows the results; the execution

times in double logarithmic scale show a linear trend for
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the multiples of 16 sensors from 32 sensors onwards. Given
the improved execution times using the parallel implemen-
tation this makes it suitable for real-time execution.

6. Conclusion

Past research has shown that redundant MIMUs are an
efficient way to improve navigation performances for ex-
ample for unmanned air vehicles. However, the precise re-
lationship between the number of sensors employed and the
accuracy enhancement remains unclear and none of the re-
search work offers guidance as to how many sensors are

Execution time of increasing numbers of sensors - parallel version

required to achieve a specific accuracy.

This paper evaluated different MIMU sensor array con-
figurations by scaling the numbers of sensors used. Sim-
ulation experiments were carried out using ground truth
acceleration, rotation, and magnetometer data. The evalu-
ation was done using the readings from each sensor in the
virtual frame averaged from the resulting accelerometer,
gyroscope, and magnetometer and fused by the Madgwick
filter to obtain an orientation estimate. A root mean square
error (RMSE) was calculated based on the estimated Euler
angles and compared to the orientation RMSE of a single
MIMU centered at the origin of the system.

The simulation experiments revealed the following.
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Fig. 9. Execution time of multiples of 16 sensor increments - parallel version (in double log scale)
Table 3. Execution times in seconds for sequential and parallel version
Sensors 1 2 3 4 5 6 7 8
Sequential 15.10 29.41 46.43 65.44 86.06 109.12 137.88 167.92
Parallel 13.48 13.50 13.66 13.88 13.89 14.03 14.55 14.99
Sensors 9 10 11 12 13 14 15 16
Sequential 202.27 235.70 271.15 330.93 399.70 475.34 524.09 655.98
Parallel 15.77 16.43 17.91 19.45 21.28 23.25 25.47 27.36
Based on the norm RMSE values, the relative improve- Holland, Miniature IMU/INS with optimally fused low
ment using 2 sensors is 11.54% whereas an improvement of drift MEMS Gyro and accelerometers for applications
26.01% is achieved using 16 sensors. However, we observed in GPS-denied environments, in Proc. IEEE/ION
that the execution time exponentially increases with every PLANS 2012, Myrtle Beach, South Carolina , April
sensor added to the orientation estimation. Thus, a parallel 2012, pp. 259-264.
version using a multi-core machine was designed and imple-  [3] R. Zhu and Z. Zhou, A real-time articulated human
mented. A speedup analysis was performed to measure the motion tracking using tri-axis inertial/magnetic sen-
performance gain in terms of execution time. Using a 16- sors package, IEEE Trans. Neural Syst. Rehabil. Eng.,
core machine and running the orientation estimation using vol. 12, no. 2, pp. 295-302, June 2004.
the Madgwick filter, the findings of the sixteen sensor con- [4] H. Chao, A. M. Jensen, Y. Han, Y. Q. Chen, and
figuration were that the execution time is less than twice M. McKee, Advances in Geoscience and Remote Sens-
the execution time of running a one-sensor configuration, ing. Vukovar, Croatia: IN-TECH, 2009, ch. AggieAir:
and 24 times less than using the sequential version with the Towards Low-cost Cooperative Multispectral Remote
added benefit of a 26% increase in accuracy. Sensing Using Small Unmanned Aircraft Systems.
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