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Abstract Classification is one of the supervised learning models, and enhanc-
ing the performance of a classification model has been a challenging research
problem in the fields of Machine Learning (ML) and data mining. The goal of
ML is to produce or build a model that can be used to perform classification.
It is important to achieve superior performance of the classification model.
Obtaining a better performance is important for almost all fields including
healthcare. Researchers have been using different ML techniques to obtain
better performance of their models; ensemble techniques are also used to com-
bine multiple base learner models. The ML technique called super learning or
stacked-ensemble is an ensemble method that finds the optimal weighted av-
erage of diverse learning models. In this paper, we have used super learning or
stacked-ensemble achieving better performance on four benchmark data sets
that are related to healthcare. Experimental results show that super learning
has a better performance compared to the individual base learners and the
baseline ensemble.

Keywords Super Learning / Learner - Stacked Ensemble - Classification

1 Introduction

Machine Learning (ML) or Data Mining (DM) algorithms [1] [2] can be clas-
sified into supervised or unsupervised learning depending on the goal of the
data mining task. Supervised methods are used when there is a variable whose
value has to be predicted. Such a variable is referred to as a response or output
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variable. For an unsupervised method, the data is not labeled and there is no
value to predict or classify.

The goal of classification, which is a supervised learning technique, is to
predict quantitative or categorical outputs that assume values in a finite set
of classes (e.g. Yes/No or Green/Red/Blue etc.) without an explicit order.
Classification is the task of learning a target function f(z) that maps each
attribute set = into one of the pre-defined class labels y [3] [4]. The target
function is also informally known as the classification model.

There are several classification models or learning algorithms available, and
researchers are using these algorithms in different fields such as healthcare,
network security, and business. Researchers are trying to find which algorithm
will perform well for a particular research problem and the available data at
hand. The main objective of ML techniques is to produce a model that can
be used to perform classification, prediction, estimation, or any other similar
task [2]. The most common task in the learning process is classification. It
is important to estimate the classifier’s performance from the classification
model. The performance analysis of the model is generally measured in terms
of sensitivity, specificity, overall accuracy, and Area Under the Curve (AUC)
[5]. Achieving better performance using the model is the key for unseen data.
To achieve a better performance for the available data sets, researchers are
using an appropriate single classifier. However, selecting the best ML model for
a specific problem is a complex task and there is no direct or effortless solution
for addressing various issues simultaneously. Indeed, even if multiple models
could be very well suited for a particular problem, it may be very difficult to
find one which performs optimally for different distributions. The ensemble
learning model permits to combine more than one model or classifier to form
a better model. Ensemble machine learning methods use multiple learning
algorithms to obtain better predictive performance than could be obtained
from any of the constituent learning algorithms. However, ensemble learning
has a higher computational cost and complexity than single base learning
approaches. This constraint is no more problematic due to the availability of
current big data platforms and off-the-shelf data processing technology that is
mature enough to allow for fast and parallel operation of multiple algorithms
[6].

Many of the popular modern machine learning algorithms are actually en-
sembles. Researchers have been using Bagging (Random Forest) and Boosting
(Gradient Boosting Machine) ensemble techniques in different fields including
the medical domain to get better performance [7] [8] [9]. A super learning
or stacking method that ensembles a group of base learners are also used
by researchers to obtain a better predictive performance [10] [11]. The su-
per learning algorithm is a loss-based supervised learning method that finds
the optimal combination of a collection of prediction algorithms. The method
performs asymptotically as well as the best possible weighted combination of
the base learners, thus, providing a very powerful approach to tackle mul-
tiple problems with the same technique. In addition, it defines an approach
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to minimize the likelihood of over-fitting during training, using a variant of
cross-validation [10] [11].

In this paper, we present two different forms of super learner or stacked
ensemble. First one uses two base learners namely Gradient Boosting Ma-
chine (GBM) and Random Forest (RF), and the second one uses three base
learners namely GBM, RF and Deep Neural Network (DNN); and for both
cases a meta-learner called Generalized Linear Model (GLM) is used [12] [13].
We use four well-known benchmark data sets related to the healthcare area
and compare the performance of both super learners with the individual base
learners, baseline ensemble and the state-of-the-art classifiers. Our evaluations
confirm that the super learner method has the ability to perform better com-
pared to individual base learners, baseline ensemble approach, and some of
the state-of-the-art techniques on four benchmark data sets.

The rest of the paper is organized as follows. Section 2 describes state-
of-the-art techniques; Section 3 presents background of the algorithms used.
Section 4 is our proposed solution section, in which our proposed framework
is discussed in detail. Section 5 shows the experimental results; the proposed
techniques are evaluated using four benchmark data sets and their results are
presented. Section 6 is the summary section of this paper; we conclude our
paper and suggest possible future research directions.

2 Related Work

In this research, a ML technique called super learning or stacked ensemble
[10] [15] [16] has been used to improve the performance of four benchmark
data sets related to healthcare. Stacked generalization in the context of neural
net ensembles used leave-one-out Cross-Validation (CV) to generate level-one
data [17], which is the cross-validated predicted values generated from cross-
validating base learners on the training data. The authors extended the pre-
vious stacking framework [17] to regression problems [18] and proposed to use
k-fold CV to generate level-one data. In this work, the authors also suggested
non-negativity constraints for the meta-learner. It was proposed combining es-
timates in regression and classification that provided a general framework for
stacking and compared CV-generated level-one data to bootstrapped level-one
data [19]. Ensemble or combining learners in various methods showed better
performance over a single candidate learner, but there is a concern that these
methods may over-fit the data and may not be the optimal way to combine the
candidate learners [10]. Researchers suggest a solution to this problem in the
form of a new learner and named it super learner. In the context of prediction,
a super learner is itself a prediction algorithm, which applies a set of candidate
learners to observed or training data, and chooses the optimal learner for a
given prediction problem based on the cross-validated risk. Theoretical results
show that the super learner will perform asymptotically as well as or better
than any other candidate learners [10] [20].
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Using super learning for dynamic accuracy prediction in various domains is
becoming popular. Researchers have used a super learning model to enhance
anomaly detection in cellular networks [21]. It was also used in predicting
violence among inmates from the 2005 census of state and federal adult cor-
rectional facilities [22]. Researchers investigated different ensemble learning
methods including super learning for network security and anomaly detection.
In their paper, they showed that the super learner provides better results than
any of the single models like Nave Bayes (NB), Decision Tree (DT), Neural
Network (NN), Support Vector Machine (SVM), K-nearest Neighbors (KNN)
and RF [11].

Different ML and DM techniques have been developed and used in vari-
ous data sets in healthcare. Researcher used ensemble-based techniques with
10 fold cross-validation on Messidor data for enhancing the performance [23].
Classifier methods like multi-layer perceptron (MLP), and NB have been used
to assess the performance of the Wisconsin breast cancer (WBC) data sets
[24]. Sequential minimal optimization (SMO) technique, which is an optimiza-
tion algorithm widely used for training SVM, has also been used to assess
the performance of the WBC data set [24]. In addition, bagging and boosting
methods have been used to compare the performance of the WBC data set [7].
The NB classifier has been used on the Pima Indian Diabetes Dataset (PIDD).
In order to get superior performance over the NB classifier, researchers used a
Genetic Algorithm (GA) approach for attribute or feature selection [25]. For
the Indian Liver Patient Dataset (ILPD) data set, authors used an ensemble
classifier with 5 fold cross-validation and obtained acceptable results [26]. Re-
searchers showed the comparative analysis of diverse ML algorithms like NB,
SVM, MLP, random forest (RF) for various data sets including ILPD with the
best accuracy for ILPD using SVM [27].

In this paper, we used the super learner or stacked ensemble approach that
is discussed in the following section applied to the four benchmark data sets.

3 Methodology

Super learning or stacked ensemble is a ML method that uses two or more
learning algorithms. It is a loss-based supervised learning method that finds
the optimal combination of a collection of prediction algorithms. It is a cross-
validation-based approach for combining machine learning algorithms that
produce predictions that are at least as good as those of the best input al-
gorithm [10] [11].

3.1 Super Learning or Stacking
Stacking is a broad class of algorithms that involves training a second-level

meta-learner of an ensemble. Super learning or stacking [10] is a procedure
for ensemble learning in which a meta-learner is trained on the output of a
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collection of base learners. The output from the base learners, also called the
level-one data, can be generated using cross-validation. Construction of level-
one data is discussed in the following section. The original training data set is
often referred to as the level-zero data. The pseudo-code of the super learning
or stacking is shown in Algorithm 1 [15] [16], and the concept diagram of the
super learning method is illustrated in Fig. 1.

Algorithm 1 Super learning Algorithm

1: Input: data set D with set of X examples, and response column Y.
2: Output: ensemble-model.

3: Set up the ensemble
— Specify a list of L base algorithms (with a specific set of model parameters).
— Specify a meta-learning algorithm.

4: Train the ensemble.

— Train each of the L base algorithms on the training set.

— Perform k-fold cross-validation on each of the L learners, and collect the cross-
validated predicted values from k-fold CV that was performed on each of the L base
learners.

— The N cross-validated predicted values from each of the L algorithms can be com-
bined to form a new matrix, Z(NXL). This matrix Z, along with the original re-
sponse vector is called the “level-one” data (N = number of instances in the training
set).

— Train the meta-learning algorithm on the level-one data (Z,Y"). The ensemble model
consists of the L base learning models, and the meta-learning model, which can then
be used to generate predictions on a test set.

5: Predict new data.
— To generate ensemble predictions, first generate predictions from the base learners.
— Feed those predictions into the meta-learner to generate the ensemble predictions.

3.1.1 Constructing level-one data

The super learner theory requires cross-validation to generate the level-one
data. Assume that the training set is comprised of n independent, and identi-
cal distributed observations, {O1, Oy, O3} where O; = (X;, Y;) here X; is the
feature value, and Y; is the outcome or class value [15] [16]. Consider an ensem-
ble comprised of a set of L base learning algorithms, {B;, Ba, ..., B} each of
which is indexed by an algorithm class, and a specific set of model parameters.
Then, the process of constructing the level-one data will involve generating a
n X L matrix, referred to as Z of the k-fold cross-validated predicted values as
follows:

1. The original training set X is divided at random into £ = V roughly-equal
pieces X (1), X(2),..., X(V).

2. For each base learner in the ensemble, By, V-fold cross-validation is used to
generate n cross-validated predicted values associated with the [*" learner.
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Fig. 1: Concept Diagram of Super Learner
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These n-dimensional vectors of cross-validated predicted values become the
L columns of Z.

The level-one data set Z, along with the original outcome vector {Y7, Ya,
.ty Y}, is used to train the meta-learning algorithm. Finally, each of the L
base learners are fitted to the full training set and these fits are saved. The
final ensemble fit is comprised of the L base learner fits, along with the meta-
learner fit. To generate a prediction for new data using the ensemble, the
algorithm first generates the predicted values from each of the L base learner
fits, and then passes those predicted values as input to the meta-learner fit,
which returns the final predicted value for the ensemble.

3.1.2 Base learners

It is recommended that the base learners should include a diverse set of learn-
ers, for example, linear model, SVM, RF, GBM, Neural Net, etc., however, the
super learner theory does not require any specific level of diversity among the
set of base learners [15] [16]. It is also allowable to include the same algorithm
multiple times as a base learner by different sets of parameters. For example,
the user could specify multiple Distributed Random Forest (DRF) method,
each with a different splitting criterion, tree depth, number of folds, or num-
ber of trees. Typically, in stacking-based ensemble methods, the prediction
functions are fit by training each base learning algorithm on the whole train-
ing data set and then combining these fits using a meta-learning algorithm. In
this paper, we first used two base learners namely Gradient Boosting Machine
(GBM) and Distributed Random Forest (RF). In addition, we used another
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base learner called Deep Neural Network (DNN) with GBM and RF that are
briefly discussed below.

Gradient Boosting Machine (GBM) [12] produces a prediction model
in the form of an ensemble of weak prediction models. It builds the model in
a stage-wise fashion and is generalized by allowing an arbitrary differentiable
loss function. It is one of the most powerful methods available today. GBM
for regression and classification is a forward learning ensemble method. The
guiding heuristic is that good predictive results can be obtained through in-
creasingly refined approximations. H20 is an open source, in-memory, ML,
and predictive analytics platform [12] which is used in this work. GBM is
available in H20, which is built upon the distributed, open source, Java-based
machine learning platform for big data [12]. H20’s GBM sequentially builds
regression trees on all the features of the data set in a fully distributed way -
each tree is built in parallel. Additional features have been incorporated into
the new version of H20O like the per-row observation weights, per-row offsets,
N-fold cross-validation, and support for more distribution functions (such as
Gamma, Poisson, and Tweedie).

Distributed Random Forest (DRF) [12] is a powerful classification
and regression tool. When given a set of data, Random Forest (RF) generates
a forest of classification (or regression) trees, rather than a single classification
(or regression) tree. Each of these trees is a weak learner built on a subset
of rows and columns. More trees will reduce the variance. Both classification
and regression take the average prediction over all of their trees to make a
final prediction, whether predicting a class or numeric value. For a categorical
response column, DRF maps factors (e.g. ‘dog’, ‘cat’, ‘mouse’) in lexicographic
order to a name lookup array with integer indices (e.g. ‘cat’ - 0, ‘dog’ - 1,
‘mouse’ - 2).

Deep Neural Network (DNN) [13] is an architecture of deep learning
based on an Artificial Neural Network (ANN) that is inspired by biological
neural networks. A DNN has basically many connected units arranged in lay-
ers of varying sizes with information being fed forward through the network.
DNNs have been successfully applied to fields such as computer vision and
natural language processing system and achieved better or similar accuracy
rates compared to humans in classification tasks[14]. H20’s deep learning is
based on a multi-layer feedforward ANN that is trained with stochastic gradi-
ent descent using back-propagation. The network can contain a large number
of hidden layers consisting of neurons with activation functions such as tanh,
rectifier, and maxout. Advanced features such as dropout, L1 or L2 regular-
ization, grid search, etc. enable high predictive accuracy.

3.1.3 Meta-learning algorithm

The meta-learner is used to find the optimal combination of the L base learn-
ers. The Z matrix of cross-validated predicted values, described previously,
is used as the input for the meta-learning algorithm along with the original
outcome from level-zero training data {Y7, Y, ..., Y,;}. In the super learning
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algorithm, the meta-learning method is specified as the minimizer of the cross-
validated risk of a loss function of interest, such as squared error loss or rank
loss. Historically, in stacking implementations, the meta-learning algorithm is
often some sort of regularized linear model, however, a variety of parametric
and non-parametric methods can be used as a meta-learner to combine the
output from the base fits [15] [16]. For this paper, we used Generalized Linear
Models (GLM) as the meta-learner, which is described briefly as follows.

Generalized Linear Models (GLMs) are an extension of traditional
linear models. They have gained popularity in statistical data analysis due
to the following three characteristics [13]. Firstly, the flexibility of the model
structure unifying the typical regression methods (such as linear regression,
and logistic regression for binary classification). Secondly, the recent availabil-
ity of model-fitting software, and finally, the ability to scale well with large
data sets.

GLM provides flexible generalization of ordinary linear regression for re-
sponse variables with error distribution models other than a Gaussian (normal)
distribution. GLM’s estimate regression models for outcomes follow exponen-
tial distributions. In addition to the Gaussian (i.e. normal) distribution, these
include Poisson, binomial, and gamma distributions. Each serves a different
purpose, and depending on the distribution and link function choice, either
can be used for prediction or classification [12].

3.2 Proposed Approach

To obtain better performance, we selected three base learners from H20 namely
Gradient Boosting Machine (GBM), Random Forest (RF), and Deep Neural
Network (DNN) [12]. For the meta-learner, we used Generalized Linear Model
(GLM) [12] [13]. Tt is a particular implementation of the Super Learner, us-
ing a probability-based weighting function to combine the outputs of the first
level learners. In a nutshell, we used the probabilities of success of each class
to build exponentially decayed weighting functions, adding a control variable
to reduce the overall influence of low accuracy models in the final prediction.
Our proposed method has the following main steps:

1. Classification Model Data and Sample Data for Classification
— We construct the classification model data and sample data for classifi-
cation whereby for the training data set the class information is known
whereas the class information is unknown for the testing data set. The
data sets are referred to as level-0 data, which is shown in Fig. 2 where
X is the training data set with n rows, and m columns; the class value
column is separated from the training data, which is referred to as Y.
2. Classifiers and Model Selection
— To set up the stacked ensemble or super learner, we need to specify
the base learners and a meta-learner algorithm. For this research, we
first selected two base learners namely GBM and RF. We also selected
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another base learner DNN with the previous two base learners and for
the meta-learner we specified GLM.
For the model selection process, we used the cartesian grid search and
specified a set of values for particular parameters to search over each
base learner. The parameters that underwent a model selection phase
are shown in Table 1 with the corresponding range of values. After
preliminary experiments, parameters were set as fixed values are also
shown in Table 1. For the meta learner algorithm, we used the default
parameters available in H20. The training of the ensemble has the
following two steps:

Table 1: Classifiers with the corresponding hyper-parameter values.

ClassificationHyper-parameters in grid search

Hyper-parameters fixed values

algorithm  with the corresponding range of
values
learn_rate: [0.01, 0.03, 0.05, 0.1] ntrees = 80
GBM sample_rate: [0.5, 0.6, 0.7] nfolds = 10
col_sample_rate_per_tree: [0.7,0.8, 0.9] fold_assignment = Modulo
max_depth: [6,8, 10] keep_cross_validation_predictions=True
sample_rate: [0.5, 0.6, 0.7] ntrees = 100
nfolds = 10
RF col_sample_rate_per_tree: [0.7,0.8, 0.9] .
max_depth: [6,8, 10] fold-assignment = Modulo
- BN keep_cross_validation_predictions=True
activation: [tanh,rectifier, maxout] epochs = 20
DNN hidden: [50] nfolds = nfolds

11: [0,1e-3, 1e-5]
12: [0,1e-3, le-5]

fold_assignment = Modulo
keep_cross_validation_predictions=True
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Fig. 3: Level-1 data for two base learners (GBM and RF).

(a) Base learners

— We trained GBM, RF, and DNN individually on the train-
ing data set with the specific parameters obtained using the
grid search. Here, 10-fold cross-validation is performed on each
of these learners and we kept the cross-validation prediction
parameter specified as True. For all three base learners, the
Bernoulli distribution was specified since the response column
is of type categorical with two classes. In addition, for the base
learners the fold-assignment modulo was selected which is a
simple deterministic way to evenly split the data set into the
folds. It is important to note that in our experiments we first
used two base learners (GBM and RF) and then three base
learners (GBM, RF, and DNN). The N cross-validated pre-
dicted values of the three base learners GBM, RF, and DNN
are defined as P1, P2, and P3 respectively. For the ensemble
consisting of two base learners (GBM and RF), the predicted
values P1 and P2 are combined to form a n x 2 matrix. This
matrix along with the class value (Y) of the training data is
called the level-1 data for the ensemble having two base learn-
ers, which is shown in Fig. 3.
For the stacked ensemble consisting of three base learners, level-
1 data is constructed similarly. However, instead of using the
cross-validated predicted values P1 and P2, we used P1, P2, and
P3, which are combined to form a n x 3 matrix. This matrix
along with the class value (V') of the training data is called the
level-1 data for the ensemble having three base learners, which
is shown in Fig. 4.
Please note that for each of the base learners the best model
was selected based on the mean squared error (MSE) which
is the average squared difference between the estimated values
and the actual values. This was done once the grid search on
the training data was complete, and then we queried the grid
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Fig. 4: Level-1 data for three base learners (GBM, RF, and DNN).

object and sorted the models by the performance metric MSE.
Finally, for each base learner the model having the minimum
MSE was selected.
(b) Meta-learner

— In the stacked ensemble, for the meta-learner we have used
GLM available in H20. We trained the level-1 data using GLM
with default parameters to get the prediction values for the
training data set. Firstly, for the stacked ensemble having two
base learners GBM and RF were used for the parameter named
base model with the other specified default parameters dis-
cussed in Step (a). Secondly, for the stacked ensemble having
three base learners GBM, RF and DNN were used for the pa-
rameter named as base model.
It is important for the stacked ensemble that all base models
must have been cross-validated and they all must use the same
cross-validation folds. Also, a parameter named ‘keep cross-
validation prediction’ was set to True. In our case, we consid-
ered that by using 10 fold cross-validation and setting the ‘keep
cross-validation prediction’ parameter as True for all the base
learners.

3. Output generation / results stage
— The last part of our approach was to use the super learner or ensemble-
model to generate predictions on the test data.

4 Experiments and Results

This section presents the experimental results and performance evaluation
of our model. For our experiment we used H20. We chose Python as the
programming language for the implementation using H20.
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4.1 Benchmark Data Sets

To evaluate the performance of our model, we used four benchmark data sets
related to healthcare. The data sets were chosen from the UCI Machine Learn-
ing repository [23], [28], and Kaggle [29]. The first data set named Diabetic
Retinopathy Debrecen data, also called Messidor data set, contains features
extracted from the Messidor image set to predict whether an image contains
signs of Diabetic Retinopathy (DR) or not. It has a total of 1151 instances, 19
attributes, and a class label with binary outcome 1 or 0, where 1 represents
‘sign of DR’ and 0 represents ‘no sign of DR’. The second data set that we
used is the original Wisconsin Breast Cancer (WBC) data set. The goal of this
data set is to predict breast cancer. There are 699 records in this database.
Each record in the database has nine attributes. In this database, there are a
total of 699 instances, among them 241 (65.5%) records are malignant and 458
(34.5%) records are benign. We also used the Pima Indian Diabetes Database
(PIDD) and the objective of this data set is to predict whether or not a pa-
tient has diabetes, based on certain diagnostic measurements included in the
data set. Various constraints were placed on the selection of these instances
from a large database. For example, all patients should include female patients
who are at least 21 years old and of Pima Indian heritage. There is a total of
768 records with 268 (34.9%) diabetes patients and 500 (65.1%) non-diabetes
patients. The final data set that we used in our evaluation process is the In-
dian Liver Patient data set (ILPD) that contains 10 variables and a binary
variable as output (liver patients or not). The data set contains 441 male and
142 female patient records. There are a total of 583 records with 416 (71.4%)
liver patients and 167 (28.6%) non-liver patients. The summary of these four
data sets is shown in Table 2.

Table 2: Data sets description.

Name Number of Number of Class label with number of
instances attributes instances

Messidor 1151 9  Class 0: no sign of DR (540); Class 1:
contains sign of DR (611)

WBC 699 19  Class 2: benign (458); Class 4:
malignant (241)

Pima Indian 768 8  Class 0: non-diabetes patients (500);

Diabetes Class 1: diabetes patients (268)

ILPD (Indian 583 10  Class 1: liver patients (416); Class 2:

Liver Patient non-liver patients (167)

Dataset)

We constructed the training data and the test data for all the data sets
that we used in this research. The training set contains 80% of the data while



Enhancing the performance of classification using Super Learning 13

the test set contains the remaining 20%. The Stratified shuffle split technique
available in scikit-learn (sklearn), a machine learning library for the Python
programming language, was used since it preserves the percentage of samples
for each class.

4.2 Evaluation Measures

To measure the performance of our model, several evaluation measures were
used such as Sensitivity, Specificity, and Accuracy [5]. These were derived from
the confusion matrix, and applied to the classifier evaluation, and are shown
in Equation (1) through (3).

Accuracy = (TP+TN)/(TP+FP+TN + FN) (1)
Sensitivity = TP/(TP + FN) (2)
Specificity =TN/(TN + FP) (3)

where:

TP = number of positive examples correctly classified

TN = number of negative samples correctly classified

FN = number of positive observations incorrectly classified
FP = number of negative samples incorrectly classified

In addition, the Area under the Receiver Operating Characteristic curve
(ROCQ) were also measured [5]. This is because almost all data sets used in this
paper can be considered as imbalanced data sets. This metric has been widely
used as the standard measure for comparison of the performance. The ROC
curve is a representation of the best decision boundaries for the cost between
the True Positive Rate (TPR), and the False Positive Rate (FPR) that are
defined in Equation (4) and (5). The ROC curve plots TPR against FPR.

TPR =TP/(TP + FN) (4)

FPR=FP/(FP+TN) (5)

The area below the ROC curve is called AUC and is widely utilized for
weighing classifier performance. The value of AUC ranges from 0.0 to 1.0,
where a value of AUC equals 1.0 means perfect prediction, a value of 0.5
means random prediction, and a value less than 0.5 is considered as a poor
prediction.
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4.3 Results

In this paper, we compared the performance of our method with the individual
base learners used in this research, baseline ensemble, and best results available
so far in the literature. We applied the stacked ensemble or super learner (SL)
methods on the training data. For the evaluation of the model, we used the
test data set. Table 3 shows the performance (different evaluation metrics) of
the proposed technique (SL having two base learners - GBM and RF) on the
test data for the different data sets while Table 4 shows the performance of
SL having three base learners namely GBM, RF, and DNN on test data for
all the data sets used in this research.

Table 3: Performance of the proposed techniques on test data (SL consisting of two base
learners - GBM and RF).

Data sets Sensitivity (%)  Specificity (%) Accuracy (%) AUC
Messidor 90.24 45.37 69.26 0.806
WBC 100.00 97.83 98.57 0.997
PIDD 90.74 76.00 81.17 0.882
ILPD 94.12 51.81 64.10 0.733

Table 4: Performance of the proposed techniques on test data (SL consisting of three base
learners - GBM, RF and DNN).

Data sets Sensitivity (%)  Specificity (%) Accuracy (%) AUC
Messidor 78.86 79.63 79.22 0.847
WBC 100.00 98.91 99.29 0.998
PIDD 96.30 73.00 81.17 0.886
ILPD 70.59 72.29 71.80 0.730

Comparing Table 3 and Table 4, for all the data sets used in this research,
best results (based on test data) were obtained using the super learner meth-
ods (either SL consisting of two base learners or SL consisting of three base
learners). For the Messidor data, best AUC, specificity, and accuracy were
obtained when SL consisting of three base learners applied on the test data
and for sensitivity best results were reported using SL with two base learners.
Interestingly, for WBC the best performance was obtained when SL consisting
of three base learners applied on the test data for all the performance mea-
sures considered in this research. For the PIDD data set, best AUC, sensitivity
and accuracy were obtained when SL consisting of three base learners applied
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on the test data and for specificity best results were reported SL with two
base learners. For the ILPD, best AUC and sensitivity were obtained with SL
consisting of three base learners and for accuracy and specificity best results
were achieved SL consisting of two base learners.

In addition, the accuracy comparison using single base learners, baseline
ensemble, the SL consisting of two base learners (GBM and RF), and the SL
having three base learners (GBM, RF, and DNN) on test data are presented in
Table 5. We also compare AUC using single base learners, baseline ensemble,
SL consisting of two base learners (GBM and RF), and the SL that consist of
three base learners (GBM, RF, and DNN) on the test data set are shown in
Table 6.

Table 5: Accuracy comparison using single base learners, baseline ensemble, and super
learner consisting of two base learners and three base learners on test data (Bold indi-
cates the best value).

Data  Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy

set (%) (7o) (%) (%) (%) (SL (%) (SL
(GBM) (RF) (DNN) (Baseline with 2 with 3

ensem- base base

ble) learners) learners)

Messidor  71.86 67.53 77.92 69.86 69.26 79.22
WBC 99.29 98.57 99.29 97.90 98.57 99.29
PIDD 79.22 81.17 74.68 75.33 81.17 81.17
ILPD 63.32 64.10 65.81 70.16 64.10 71.80

Table 6: AUC comparison using single base learners, baseline ensemble, and super learner
of having two base learners and three base learners (Bold indicates the best value).

Data AUC AUC AUC AUC AUC (SL AUC (SL
set (GBM) (RF) (DNN) (Baseline with 2 with 3
ensem- base base

ble) learners) learners)

Messidor  0.815 0.765 0.838 0.740 0.806 0.847
WBC 0.997 0.997 0.998 0.996 0.998 0.998
PIDD 0.876 0.882 0.872 0.808 0.882 0.886
ILPD 0.718 0.727 0.733 0.730 0.727 0.734

From the Table 5, it is explicit that our proposed method SL having three
base learners performs slightly better (or equal in few cases) than other meth-
ods for all the data sets used in this research. For the Messidor data set, SL
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Fig. 5: ROC analysis using GBM for different data sets used: (a) Messidor / Diabetic
Retinopathy (DR), (b) Wisconsin Breast cancer Diagnostics, (¢) Pima Indian diabetes, and
(d) ILPD (Indian Liver Patient data set).

with three base learners has the best accuracy (79.22%) followed by the in-
dividual learner DNN (77.92%). For PIDD, the best accuracy (81.17%) was
obtained with both SL methods (having two and three base learners) and with
an individual learner named RF. For ILPD, the best accuracy (71.80%) was
obtained when the SL method with three base learners was applied on the test
data followed by the baseline ensemble (70.16%).

Similar trends are also observed in Table 6, the best AUC value was ob-
tained using the super learner having three base learners for all the data sets
used in this research. For the Messidor data set, the best AUC value (0.847)
was reported with SL consisting of three base learners followed by individ-
ual base learner DNN (0.838). For WBC, the best AUC score (0.998) was
reported with both SL methods (using two and three base learners) and an
individual learner named DNN. For PIDD, the best AUC (0.886) was attained
with the SL method consisting of three base learners followed by SL with two
base learners and an individual learner RF (0.882). For ILPD, the best AUC
(0.734) was obtained with the SL method having three base learners followed
by an individual learner named DNN (0.733).

We also present the ROC analysis for all data sets that have been used in
this paper using all the base learners and the super learner. The ROC plots
using the base learners namely GBM, RF, and DNN for all data sets (test)
are shown in Figure 5, Figure 6, and Figure 7, whereas the ROC plots using
the super learner or stacked-ensemble for the data sets are shown in Figure 8.
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Table 7: Comparison of super learner (SL) methods, and state-of-the-art (SA) best results
for the four benchmark data sets ([talics indicates that result is obtained using the SL
methods having two base learners).

Data set Sensitivity (%) | Specificity (%) | Accuracy (%) AUC

SA SL SA SL SA SL SA SL
Messidor 90.00 | 90.24 91.00 | 79.63 90.00 | 79.22 0.99 | 0.847
WBC - | 100.00 - | 98.91 97.57 | 99.29 - | 0.998
PIDD - 96.30 - | 76.00 76.95 | 81.17 0.846 | 0.886
ILPD - 94.12 - | 72.29 79.66 | 71.80 - | 0.733

4.4 Performance comparison of four benchmark data sets with other methods

Several ML techniques have been used for the four benchmark data sets that we
used for the evaluation of the performance. Authors in [23] used an ensemble-
based technique on the Messidor data set with 10-fold cross validation; they
obtained 90% sensitivity, 91% specificity, 90% accuracy, and 0.989 AUC. Au-
thors in [24] showed the comparison of five different classifiers based on 10-fold
cross validation on the WBC data sets. Among these classifiers, the best ac-
curacy (about 97%) was obtained by SMO. The authors also used feature
selection method named Principal Component Analysis (PCA) on the WBC
data set with the J48, an open source java implementation of the C4.5 deci-
sion tree algorithm and MLP classifiers, and the best accuracy achieved was
97.57%. In [7], authors compared the performance in terms of accuracy of bag-
ging, and boosting with a hybrid approach of a Hierarchical and Progressive
Combination of Classifiers (HPCC). They found a 83.34% accuracy for HPCC,
and 82.39% for bagging with GLM. The authors did not explicitly mention the
number of cross-validation they used in their experiments. In [25], the authors
used GA for attribute or feature selection methods, and a NB classifier has
been used for classification on PIDD. For PIDD, the authors partitioned the
data set with a split of 70% / 30% for training and testing, respectively. They
obtained an accuracy of 77.3%, and 76.95% for training and testing, and an
AUC of 0.816 and 0.846, respectively. For the ILPD data set, the best accuracy
(79.38%) was found using an ensemble classifier with 5 fold cross-validation
[26]. In [27], the authors provided a comparative analysis of different ML al-
gorithms for the diagnosis of different data sets. For ILPD, the best accuracy
(79.66%) was obtained by SVM.

We summarized and compared the results that we obtained using the SL
methods with the state-of-the-art (SA) best results based on the four bench-
mark data sets outlined in Table 7. From the table, for the SL methods all the
values were obtained using three base learners except the sensitivity for the
Messidor data (indicates as italics), which were achieved using two base learn-
ers. It is important to note that in our experiments, we used 80% for training
and 20% for testing for all data sets used and the results were evaluated on
the test data.
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Fig. 8: ROC analysis using the super learner (using three base learners) for different data sets
used: (a) Messidor / Diabetic Retinopathy (DR), (b) Wisconsin Breast cancer Diagnostics,
(c) Pima Indian diabetes, and (d) ILPD data sets.

5 Conclusions

Classification is one of the important tasks of machine learning that predicts
the target class for each example in the data. To achieve good performance
on the available data sets, researchers are using appropriate single classifiers.
However, selecting the best data mining or machine learning model for a spe-
cific problem is complex. Due to this researchers are using multiple different
models for a particular problem to obtain good performance. In this paper, we
focused on the improvement of the classification performance in terms of sen-
sitivity, specificity, accuracy, and AUC for four benchmark data sets related to
healthcare. To do so, we used the super learning or stacked-ensemble method
that finds the optimal weighted average of diverse learning models. For the
base learners we first used GBM and RF and then used another base learner
DNN along with the previous two - GBM and RF. To find the optimal com-
bination of the base learner models used in this research, Generalized Linear
Models (GLM) was used as the meta-learner.

From our experimental results, we showed that super learning has a bet-
ter performance compared to individual base learners, baseline ensemble ap-
proach, and some of the state-of-the-art techniques for these four benchmark
data sets. Using the stacked ensemble or super learner methods (using two
base learners or three base learners), we achieved better or equal performance
compared to the individual base learners and the baseline ensemble for all the
evaluation metrics considered in this research.



20 Md Faisal Kabir and Simone A. Ludwig

In our future work, we plan to apply this technique to other health re-
lated big data problems. In addition, we will investigate research problems
by including more diverse base learners and other meta-learner. Finally, this
technique could be applied to other real world problem domains such as cyber
security, Geographic Information System, transportation, and agriculture.
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