Recovery Algorithm to Correct Silent Data Corruption
of Synaptic Storage in Convolutional Neural Networks

Arighna Roy and Simone A. Ludwig

Department of Computer Science, North Dakota State University, Fargo, ND, USA,
{arighna.roy,simone.ludwig} @ndsu.edu

Abstract

With the surge of computational power and efficient energy consumption man-
agement on embedded devices, embedded processing has grown exponentially
during the last decade. In particular, computer vision has become prevalent
in real-time embedded systems, which have always been a victim of transient
fault due to its pervasive presence in harsh environments. Convolutional Neu-
ral Networks (CNN) are popular in the domain of embedded vision (computer
vision in embedded systems) given the success they have shown. One problem
encountered is that a pre-trained CNN on embedded devices is vastly affected
by Silent Data Corruption (SDC). SDC refers to undetected data corruption
that causes errors in data without any indication that the data is incorrect, and
thus goes undetected. In this paper, we propose a software-based approach to
recover the corrupted bits of a pre-trained CNN due to SDC. Our approach
uses a rule-mining algorithm and we conduct experiments on the propagation
of error through the topology of the CNN in order to detect the association of
the bits for the weights of the pre-trained CNN. This approach increases the
robustness of safety-critical embedded vision applications in volatile conditions.
A proof of concept has been conducted for a combination of a CNN and a vision
data set. We have successfully established the effectiveness of this approach for
a very high level of SDC. The proposed approach can further be extended to
other networks and data sets.
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1. Introduction

The Artificial Intelligence (AI) problem space has become highly dependent
on Machine Learning (ML) algorithms. AT is an interdisciplinary scientific field
that is used by computer systems to build predictive models. One subfield trains
a computer system to find patterns from historical data. One of the most pop-
ular branches of machine learning is Artificial Neural networks (ANN), which
has become the state-of-the-art in many AI application areas. ANN is based
upon the idea that a machine can learn patterns from data in a similar fashion
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to how a human brain performs that task [1]. The concept of ANN was first
introduced in 1943. The strength of ANN comes at the price of high compu-
tational complexity. This is the reason why ANN did not get much attention
until the mid-80s.

Convolutional Neural Network (CNN), which is a specific type of ANN, is
mostly used for computer-vision related problems. Computer vision is a branch
of Artificial Intelligence that is concerned with the automation of tasks related to
human visual systems. CNN is one of the most resource-intensive ANN due to its
complex topology and size. However, with the rise of Graphics Processing Units
(GPU) and distributed computing, CNN started to receive attention applied to
computer-vision related problems. In 2012, the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC), AlexNet (a specific type of CNN), established
CNN to be the state-of-the-art method for image data.

Table 1: Complexity of different CNN Architectures

CNN ‘ Year ‘ Parameters
AlexNet [3] | 2012 | 60M
Clarify [7] | 2013 | 65M
OverFeat [5] | 2013 | 70M
VGG [8] | 2014 | 135M

High-performance clusters with GPU acceleration can take care of the train-
ing phase of a neural network [2], which consumes the largest share of the
computation. However, even pre-trained neural networks demand high memory
due to the large number of connections in each layer (input, intermediate re-
sults, and output) in the network. The 8-layer AlexNet needs 240 MB to store
61 million weights [3] in a 32-bit floating-point format, and it is ever-growing.
Table 1 shows how the parameter size for different CNN architectures has grown
over time. For example, the number of weights in AlexNet that was introduced
in 2012 was 60 million; whereas VGG (Visual Geometry Group), introduced in
2014, has 135 million weights.

Embedded systems adopted computer vision using CNN in no time since the
semiconductor industry has evolved drastically over the years. Real-time em-
bedded systems have many applications of advanced Decision Support System
(DSS). A few of the good example applications of such DSS are smart envi-
ronments, fitness monitoring, and military missions [4]. We will narrow down
our discussion to computer vision applications in embedded systems (embedded
vision). Thus, a good example of such a system is the biometric authentica-
tion system implemented in the iPhone [5]. The theoretical background of this
problem is facial recognition, which is a well-known computer vision application.

However, due to the need to accommodate a massive number of weights,
even the testing phase of such networks becomes a bottleneck when it comes to
embedded devices because of the memory space restrictions [6]. An embedded



device is dedicated to a specific task on mechanical or electrical systems [7],
and are often challenged by real-time computing constraints such as inefficient
power management [8]. Specialized architectures such as conv-SRAM (CSRAM)
[9] has been developed to accommodate CNN in microcontrollers, which is the
heart of embedded systems.

Among many real-time constraints, embedded systems suffer from data cor-
ruption due to reduced size and power supply [6]. Often, embedded systems
have to operate in harsh environments, which makes them more prone to er-
rors. For example, rugged embedded systems are designed especially for harsh
environments [6].

Soft error is the predominant challenge in the semiconductor industry [10].
With the rise in the use of real-time embedded systems, off-the-shelf embedded
processors have received a lot of attention lately. These systems are cursed
with having to work in harsh environments. This leads to external radiation
of ionizing particles terrestrial neutron, which is the major source of soft errors
[11]. That, in turn, aggravates the problem of inconsistent supply voltage [12],
which has been a challenge for embedded systems ever since [13]. When the
charge disturbance crosses the fault-tolerance threshold of the hardware, the
data state of the memory cell flips and an undetected error occurs.

There are two types of Soft Errors, Single Event Upset (SEU), and Burst
errors. The scope of our experiments is limited to SEU. Burst errors involve
errors in multiple bits simultaneously. Error detection becomes much more
complex for this type of error. Fortunately, burst errors occur rarely [14]. We
can detect SEU with the help of checksum or parity bits, however, the exact
position of the error remains unknown, which makes it unrecoverable. SEU very
often cause Silent Data Corruption (SDC), which is very prevalent in embedded
systems, and thus, is the prime focus of discussion in this paper.

During the testing phase, CNNs calculate the dot product of the input for
each layer and the corresponding pre-trained weights to generate the output of
that layer, which is then propagated to the next layer and used as input. SDC
can lead to major deviation of the result from the expected, which might lead
to detrimental consequences in systems since embedded vision is used in many
critical real-time decision support systems such as self-driving cars [15].

There has been significant research on making embedded systems hardware
resilient to data corruption. However, most of the robust hardware has a higher
power consumption. For example, 8T and 6T are two varieties of SRAM (Static
Random-Access Memory), and the 8T SRAM cell is a more reliable storage cell
than 6T SRAM at the cost of a 40% higher power consumption. SRAM is used
for the cache memory in embedded devices [16].

2. Related Work

Contemporary work on minimizing the impact of soft errors in embedded-
vision applications can be broadly classified into two types; the first type, which
comprises most of the work in the area, tries to address the problem by making



error-resilient hardware using efficient power management and storage. The
second type is focused on building a software-centric approach to recover the
corrupted bits to reduce the overall impact. Our strategy is based on the latter
category.

The Embedded Vision Engine (EVE) [17] is a specialized architecture aimed
at implementing automotive vision applications (computer vision applied to Ad-
vanced Driver Assistance Systems (ADAS)). EVE provides a fully programmable
architecture that is 4-12 times faster and 4-5 times more energy-efficient.

Intelligent Protection Against Silent (IPAS) output corruption [18] is an
instruction replication procedure to reduce the impact of Silent Output Cor-
ruption (SOC) errors by protecting only vulnerable instructions. Numerous
hardware have evolved to mitigate the need for an embedded vision application.
An SRAM-embedded convolution architecture [9] is designed to overcome the
shortcoming of the architecture designed for generic embedded machine learning
classifiers. It was tested on LeNet-5 CNN trained on the MNIST data set. It
uses voltage averaging on a 266x62 Conv-SRAM (CSRAM) array.

Even with the most sophisticated hardware, embedded systems experience
a substantial amount of silent errors [19]. A software-enabled approach to re-
cover the corrupted bits could be beneficial for that. A generic [20] [21] first
step of that approach is to analyze and identify the fault propagation through
the application. The majority of the work on this type consists of duplication
of instructions [22] to bring robustness against the silent errors, which is not
feasible for CNN based applications due to the size. To give an example of an
application-oriented approach, Augusto [23] proposed a hierarchical approach
to tackle uncertainties of the operational environment of Unmanned Aerial Ve-
hicles (UAV). The gap between the frame rate of the on-board camera and the
observed frame rate on-ground is utilized to build a resilient “UAV swarm?”.

Algorithm-Based Fault Tolerance (ABFT) [24] is a software-based approach
where algorithm-specific techniques are leveraged to detect and repair silent
errors. The foundation of this approach is based on the fact that not all silent
errors have a significant impact on the performance of the application. Being
able to classify the sector where the silent errors cross the tolerance threshold
(impact error bound) narrows down the problem space and reduces the numeric
calculation for recovery. Another set of ABFTs focuses on more generic numeric
operations such as matrix operations. Some of them focus on the checksum and
roll-back recovery methods.

An exciting work that has been done in the area is a hybrid approach of a
hardware and software-based technique [20]. The method leverages a software
approach to identify the sensitive bits and then uses a hardware approach (se-
lective latch hardening) to guard those bits selectively. However, with increased
uncertainty in the environment of embedded applications, it became more and
more challenging to improve the hardware to guarantee the performance of the
embedded vision application. A pure software-based recovery approach can
suffice to serve that purpose.

In this paper, we investigate the sensitivity of SDC through SEU on the
memory bits storing the pre-trained weights of a CNN and the type of layers



(fully connected and convolutional). Once we identify the sensitive bits, we
propose an algorithm to find the association between those bits and to recover
the corrupted bits of the memory cells based on the generated rules of the
association. We will show the experimental results for the different error levels
and recovery rates. There are various techniques to detect the errors that occur
in a RAM, and we will use the method called checksum, which is very commonly
used for the same. Checksum is derived from a block of data in order to detect
errors that occurred or have been introduced during its storage.

3. Approach and Methodology

Association Rule Mining (ARM) [25] has been introduced in 1993. Since
then, it has attracted considerable attention and has been applied in particular
to market basket analysis for which customers’ buying patterns are discovered
from retail sales transactions. ARM is one of the key techniques to detect and
extract useful information from data. ARM’s aim is to identify strong rules
discovered in the data by using some measures of “interestingness” [26]. In par-
ticular, to select interesting rules from the set of all possible rules, constraints on
various measures of significance and interest are used; the best-known measures
are minimum thresholds on support and confidence.

Unfortunately, the task of ARM is computationally expensive, in particular
with large data set sizes as well as when large numbers of patterns exist. Thus,
we have employed the FP-Growth Algorithm that was proposed by Han [27].
The FP-Growth algorithm is an efficient and scalable method for mining the
complete set of frequent patterns by pattern fragment growth. The algorithm
uses an extended prefix-tree structure for storing compressed and crucial infor-
mation about the frequent patterns (named Frequent-Pattern tree (FP-tree)).

Figure 1 shows the overall process of building a recovery model, which starts
with training a certain CNN on a certain image data set. Although the proposed
model is generic to any CNN, it must be built on the weights of a pre-trained
CNN to generate the association rules, which are the backbone of this model.
Figure 2 provides a high level overview to replicate the process applied to other
CNNs.

First, we have trained the Alexnet [28] on the CIFAR10 image data set [29],
which yields a set of tensors. The tensors maintain the topology of the network;
hence, those are flattened to combine all the weights. These weights can be
denoted as (W7, Wa, ..., W,,). Thereafter, each weight W; is represented as a
series of thirty-two bits (By, Bi, ..., Bs). Hence, a matrix W is created where
each row signifies the binary representation of the float value of the correspond-
ing weights. A cell from the matrix W can be denoted as W;;, which represents
the j*" bit of the i*" weight.

First, we detect the bits that have the most impact on the accuracy of the
CNN as MSB (Most Significant Bit) (msb0-m). Then we come up with deduc-
tion logic to prioritize the prediction. In our example, the 30" and 29*" bits
always contain certain values without any exception. In case of the prediction of
the corrupted bits, we prioritize these bits to check the observed values. We use
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a stochastic approach to build the rest of the recovery model, which is to find the
association of the MSBs within these weights. We have used the FP-Growth
algorithm in [30] to generate the association rules. The binary bit represen-
tation is considered as an individual item for this item set mining problem.
Once we have the rules (for a certain min-confidence and min-frequency), we
can build the recovery function. For a corrupted weight, each of these bits will
be considered individually to calculate the likelihood of being corrupted. We
have assumed that there is only one corrupted bit for each corrupted weight.
For msbi, we find the rules that have msbi=0 in the consequent and the rest
of the MSBs in the antecedent and calculate the sum of confidences of those
rules. Similarly, we calculate the sum of confidences for msbi=1. If the bit
value (0/1) with a higher likelihood does not match with the observed value for
that weight, then it is considered to be the corrupted bit. We further check if
there are multiple MSB that have this mismatch. For such scenarios, the ratio
of the likelihood will be considered to predict the corrupted bit. The likelihood
of a bit to be corrupted is calculated as the inverse ratio of the likelihood of the
observed value of that bit.

Train and store the CNN

Inject SDC in parameters’ bits in isolation and identify the
sensitive bits based on the impact on the test accuracy of the CNN

Create association rules using fp-growth

Replace the rules dictionary inside RMAB algorithm

Corrupt random bits, apply RMAB to recover, collect test
accuracies with both the corrupted and recovered CNN

Figure 2: Process diagram to apply RMAB to other CNNs

Please note that if there are two bits that have the likelihood of corruption
greater than zero, then that indicates that the observed value of that bit has a
lower likelihood of occurrence. Hence, we chose the bit with the higher likelihood
of corruption. In case of the tie (which is fairly rare), we select it randomly.



4. Experimental Setup and Results

We have performed various experiments on a pre-trained AlexNet to evaluate
the effects of soft errors on the classification result. We first investigated how the
soft errors propagate through the layers, and then narrowed down the potential
area for recovery and applied the recovery model.

CNN stands out from the rest of the neural networks because various types
of layers come together to build the network. Nevertheless, each layer has
different shapes and sizes, even within the same type. That makes it inevitable
to investigate it further and look deeper into the architecture of the network.

4.1. Structure of CNN (Aleznet)

We have used the Alexnet for our experiments. Alexnet consists of five
convolutional, five max-pooling, and one fully connected layer, which gives a
total of thirteen layers, including the input and output layers. A pre-trained
Alexnet has twelve sets of weight matrices; each set connects two consecutive
layers. The following is the structure of an AlexNet: (64, 3, 11, 11), (64,), (192,
64, 5, 5), (192,) , (384, 192, 3, 3), (384,), (256, 384, 3, 3), (256,), (256, 256, 3,
3), (256,), (10, 256), (10,).

Each line of the above structure signifies a weight matrix. The last weight
matrix, indicated by (10,) is to connect the last hidden layer to the output
layer. The last hidden layer is fully connected, which is the decision layer. We
have trained this model on the CIFAR10 data set, which has ten image classes.
For obvious reasons, we have ten weights in the final set to connect ten nodes
(each of them calculating the probability of the corresponding class for a specific
input). (10, 256) indicates the weight matrix to connect the last Max-Pooling
layer to the fully-connected layer.

The first weight matrix, indicated by (64, 3, 11, 11), is to connect the input
to the first hidden layer, which is a convolutional layer. We have used 64 filters
in this layer of size (11x11). Each of these filters slides over the input matrix
and collect the RGB values separately. The second index of this (first) weight
matrix is always 3, as the images have depth three because of the three color
channels.

The weight vectors followed by every 4-dimensional matrix are used to con-
nect the convolutional layers to the following max-pooling layers. That explains
why the first dimension of the 4-dimensional matrix always matches the length
of the following vector. The rest of the 4-dimensional weight matrices are to
connect the max-pooling layers to the next convolutional layers.

The following hyper-parameters were used for the experiments and training
of the CNN:

e Number of Epochs = 164
e Learning Rate = 0.1
e Schedule = 81, 122



e Gamma = 0.1

e Optimizer = Stochastic Gradient Descent
e Momentum = 0.9

o Weight Decay = 5e-4

The accuracy of the trained CNN model is 77.22%.

4.2. Sensitivity of CNN to Soft Errors

Accuracy of Corrupted CHN

0001 0.005 001 0.02 0.05 0.07 01
Error Percentage

Figure 3: Accuracy of CNN after corruption vs. percentage of error

Figure 3 displays the accuracy of the Alexnet in the y-axis and the percentage
of the soft error on the x-axis. The percentage of error is calculated based on the
total number of weights in the network. Each weight is chosen randomly, and
one of the 32 bits is randomly selected for each weight. We can see a sharp drop
in the accuracy with the percentage of the soft error increasing until it reaches
0.05 and then it saturates. Please note that the accuracy of the trained model is
77.22%. In the later sections, we will observe that this behavior changes when
we isolate either a layer or a bit index.

4.3. Sensitivity of Layers to Soft Errors

Due to various layer types and sizes in the CNN, we have performed a layer
level investigation. The layers vary significantly in size, which leads to a differ-
ence in impact on the accuracy. The larger a layer is, the more probable it is to
be corrupted, which leads to a stronger influence on the accuracy.

10



800000 4

B00000 4
400000 4
200000 4 l
s . . . S —
o 1 2 i 4 5 ] 7 8 % 10 11

Layer index of CNN

Size (number of weights)

Figure 4: Number of weights within the layer vs. layer index

Figure 4 shows the size (number of weights it contains) of each layer. We
can clearly see that only four of the layers dominate the volume of the weights,
and all of those are convolutional layers. For further investigation of the layers,
we will continue with the convolutional layers because of their sizes.

First, we examine the effect of the error on the classification accuracy when
we fix a layer for the error injection. As part of this experiment, we have used
the amount of error as the percentage of the layer size. This ensures to maintain
a fixed likelihood of error occurrence for each layer while letting the error be
generated for each layer in isolation.

Interestingly, the accuracy of the model does not depend on the size of the
layer, as shown in Figure 5. Instead, we observe a clear pattern of increasing
accuracy (or decreasing impact) towards the final layer of the neural network.
This indicates that the impact of the level of features (on the classification
accuracy) created at every convolutional layer decreases with the index. Thus,
lower level features (for example, connections) formed at the earlier stage of
the CNN are more critical than higher-level features (for example, shapes or
objects) created in the later stages. For the experiments shown in Figure 5, we
have used a random selection of bits. We have repeated the same experiment
by isolating the bits to inject SDC at each layer and then averaged the accuracy
over all the bits; the results are displayed in Figure 6. In the figure, we can
clearly see that the accuracy of the CNN is not impacted at all when we isolate
the bits. We will investigate individual bits next to identify the reason behind
this behavior.

4.4. Sensitivity of Bits to SDC
Our recovery model leverages the relationship of bit positions on the float
value. We will first investigate the bit level dependency for the impact of SDC

11
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Frequency of Bits

on the classification accuracy. This will help us to narrow down the problem
in size. The recovery models dependent on selective hardware can also benefit
from this. First, we will plot the frequency of 0/1 for each bit. From Figure
7 we observe that the 30" bit (bit index starts from 0) always contains 0 and
the 29" bit always contains 1. Bits 3, 4, and 5 contain a significantly higher
number of 1s compared to 0s. We will revisit this when looking at the layer-wise
investigation.
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Figure 7: Binary value frequency vs. bit index

After that, we will investigate the impact of SDC on the classification accu-
racy for each bit. For this, we inject SDC on a specific bit of randomly chosen
weights and calculate the classification accuracy. However, we will isolate each
layer while injecting the SDC and then average the accuracy value later.

In Figure 8, we can clearly see that only a few bits are sensitive to the
error. We will repeat our experiment for each bit with a randomly chosen layer
(without isolating the layer). We did not find any pattern there itself. To
investigate further, we chose random weights and random bits from the weight
for each iteration for injecting the SDC at various levels of error volume.

Next, we will narrow down the area to be recovered for any kind of cor-
ruption. Only certain bits will be monitored using a checksum, which will be
recovered. In Figure 8, we see that before bit 25 there is not much impact of
SDC on the accuracy of CNN. We performed a controlled experiment on the
accuracy of CNN with SDC injected on the last 7 bits (25" — 31°*). In each
iteration, the bit and the weight were chosen randomly.

Figures 9 and 10 show that the impact of SDC is limited to certain bits.
Figure 9 showed the accuracy of the CNN when the SDC were restricted to the
MSBs (25-31), and Figure 10 is for the LSBs (0-24). We can focus on protecting
only the first 7 bits since the accuracy will not be affected by the SDC occurring
on other bits. However, none of the experiments show any significant correlation
with the percentage of error or the amount of SDC injected. The runtime cost

13
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Figure 9: Accuracy of CNN after corruption (isolated to randomly chosen MSB) vs. percentage
of error
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Figure 10: Accuracy of CNN after corruption (isolated to randomly chosen LSB) vs. percent-
age of error

of ARM increases exponentially with the number of bits considered. If we can
narrow down the bits having a significant impact, the runtime cost of RMAB
reduces drastically.

4.5. Performance of Recovery Function on Significant Bits

We maintained a checksum bit for Bit 0-7 to detect any occurrence of SDC.
Once an error is detected on these bits, the 29" and 30" bit values are checked
as these two bits always have certain values. If Bit 29 and Bit 30 do not have
the expected values in the corrupted weight, the recovery algorithm is applied to
predict the bit that is most likely to have been corrupted with the combination
of the other bits.

First, we test the performance of the recovery model when the SDCs were
injected on the MSBs being isolated. The results are shown in Figure 11. Bit 29
and Bit 30 are removed from the figure since those are recovered using deductive
logic. However, those were considered for error injection. We see that the model
does not perform so well when the SDC is injected on Bit 31. However, when we
inject the error in randomly chosen bits (Bits 25 to 28) as shown in Figure 12,
we achieve high performance after recovery. The performance of the corrupted
model received a lot of impact even for such a low error rate. Although the
accuracy of the corrupted model does not show a clear trend, the intention of
the experiment was to confirm a high accuracy of the recovered model.

4.6. Performance of Recovery Function on Convolutional Layers

When we repeat the experiments of recovery for isolated layers, we see that
the accuracy values are successfully reached compared to the original model

15
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Figure 12: Accuracy of CNN after corruption (isolated to randomly chosen MSB) with or
without recovery vs. percentage of error
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irrespective of the layer (refer to Figure 13).
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Figure 13: Accuracy of CNN after corruption (isolated to each layer) vs. layer index

4.7. Holistic Performance of Recovery Function

The real evaluation of the recovery model can be tested with the random
selection of bits and weights, where the accuracy of the model was impacted
the most. In Figure 14, we can see that the performance slightly decreases
(monotonously) with an increasing amount of SDCs. However, even with a 20%
corruption rate (which is enormous in an embedded system environment), the
recovery performance is very good.

The result of each experiment is averaged over thirty iterations to test the
stability of the experimental results. The standard deviation of the accuracy
through the iterations is plotted in Figure 15. The low standard deviation
values of the accuracy for the experiments confirm the stability of the recovery
model. Even though the recovery model did not perform well when the SDCs
were injected on Bit 31 isolated, it performed well when the bits were randomly
selected, which was the major weak area for the corrupted models in embedded
systems.

5. Conclusion and Future Work

This paper addressed the problem of Silent Data Corruption (SDC) on a
pre-trained CNN in embedded systems. The proposed approach employed an
association rule mining algorithm to correct data corruption. We performed
controlled experiments on the propagation of errors through the topology of
the AlexNet trained on the CIFARI10 data set. Further investigations were
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Figure 14: Accuracy of CNN after corruption with or without recovery vs. percentage of error
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Figure 15: Standard deviation accuracy values of CNN for multiple experimental iterations
vs. percentage of error
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conducted to identify the sensitive segments of data based on its impact on
the model performance. Thus, we converted the weights of the pre-trained
network into a set of items (binary strings), and generated rules to detect the
association among the bit values. These rules are then further used to build
a recovery system. For each bit, the likelihood of containing a zero or one,
depending on the state of the remaining bits, were calculated. Finally, we
performed controlled experiments on the recovery algorithm to demonstrate the
performance with various parameters.

The experiments establish the effectiveness of the recovery algorithm at var-
ious levels of data corruption. We have observed that the impact of SDC is
much higher on the performance of the model when we target multiple bits for
corruption on various weights (single bit for each weight, though). The proposed
method successfully recovers the errors, and thus, the performance of the model
does not get affected much even with high levels of corruption.

As for future work, we can extend this work to other CNN models such as
VGG, FaceNet, and with larger image data sets such as CIFAR100. With each
combination of CNN and data set, a new pre-trained model will be prepared
for data corruption, then the sensitive section of the bit level storage must be
identified, and the recovery model needs to be rebuilt based on the new rules of
associations among the sensitive bits.
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