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Abstract—Data privacy is a very important problem to address
while sharing data among multiple organizations and has become
very crucial in the health sectors since multiple organizations
such as hospitals are storing data of patients in the form
of Electronic Health Records. Stored data is used with other
organizations or research analysts to improve the health care of
patients. However, the data records contain sensitive information
such as age, sex, and date of birth of the patients. Revealing
sensitive data can cause a privacy breach of the individuals. This
has triggered research that has led to many different privacy
preserving techniques being introduced. Thus, we designed a
technique that not only encrypts / hides the sensitive information
but also sends the data to different organizations securely. To
encrypt sensitive data we use different fuzzy logic membership
functions. We then use an autoencoder neural network to send
the modified data. The output data of the autoencoder can then
be used by different organizations for research analysis.
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I. INTRODUCTION

The latest advancements in the field of computer science
have encouraged many organizations to store data about in-
dividuals for efficient decision making. To make the decision
making more efficient and precise, there is a need to collab-
orate with other organizations. These different organizations
analyze the raw data. However, analyzing raw data can cause
threats to privacy [1].

Although everyone understands the concept of privacy, there
is no universally accepted definition of privacy. Privacy can
be defined in three ways. Privacy in Information deals with
the handling and collection of private data. Communication
Privacy deals with privacy while communicating. Territorial
Privacy is concerned with the invasion of physical boundaries.
Our work focuses on privacy in information. Information about
criminals, patients, and financial transactions are sensitive.

When the raw data is shared there is a chance of a privacy
breach. For instance, banks might wish to collaborate in order
to detect the fraudulent behavior of customers. This requires
the bank to share financial records of the customer. Also,
hospitals want to share data of patients with the other hospitals
for efficient diagnosis of diseases. In both cases, the bank and
the hospitals hold shared data without violating the privacy of
the individual customer. Therefore, a technique is required to
share data while preserving individuals’ privacy. The technique
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should hide the attributes in the data set which identify the
individual. Also, the shared data set should be equivalent to
the raw data set. Then, we can assure any individual not to be
scared of sharing their sensitive information. Along with that
we can assure other organizations that the shared data is the
same as the modified data.

Therefore, many approaches have been employed for pri-
vacy preserving. The approaches which are used were random-
ization [2], anomization [3], secure multiparty computation
[4]. Also, data perturbation methods have also been used
to add noise in the raw data. These approaches were used
to hide the original data. Then, to share the data efficiently
data mining techniques were used for these approaches. Data
mining approaches have shown that the original and the
modified data are relatively similar. The accuracy of these
approaches are measured using different classifiers.

Our paper focuses mainly on data stored in hospitals.
The hospitals store the sensitive information of patients in
the form of electronic health records (EHR). This data is
sent to different other hospitals or data analysts for further
research. This paper introduces a new technique to send data to
different organizations while hiding the sensitive attributes of
the patients. Our new technique uses fuzzy logic and artificial
neural network (ANN) to share the data among different
organizations.

The remainder of the paper is organized as follows. Section
IT contains the literature survey. Section III provides the
background of fuzzy logic and autoencoder neural network.
Section IV describes our proposed approach. Section V in-
cludes experiments and evaluation. Section VI presents and
discusses the results. Section VII summarizes the findings.

II. RELATED WORK

There has been a surge in recent research activity in
privacy preserving of sensitive data. Several papers have been
published on various aspects of privacy preserving. We discuss
some of the previous work related to our approach.

Several data hiding techniques exist based on different
assumptions. Data swapping is the commonly used data hiding
technique. It refers to a method of swapping information from
one record to another [5], [6]. The amount of swapping to
be done in a database is dependent on the application and



the need of the organization. There exist various variants
of swapping. The records for swapping are purposely or
randomly chosen since they are believed to have a greater
risk of re-identification. The advantage of swapping is that it
can be easily implemented and is one of the best methods
of preserving confidentiality. Its main disadvantage is that
even with a very low swapping rate, it can destroy analytic
properties, particularly sub-domains.

To overcome the disadvantage of the earlier two methods,
the authors introduced a controlled way of swapping in 1995
[7]. In this approach, the values of an individual record are
sorted and swapped in a range of k-percent of the total range.
Randomization determines the specific values of the record
value to be swapped. The procedure is repeated for each
variable until all variables have been swapped. The main
disadvantage of this approach is the determination of k. If
k is relatively small, then analytic distortions on the entire file
may be small for simple regression analysis. If k is large, there
is an assumption that the re-identification risk may be reduced
[8]. The authors provided methods for aggregating several
attributes simultaneously. The methods are based on multi-
variable metrics for clustering variables into the most similar
groups. The methods are not as easily implemented because
they can involve sophisticated optimization algorithms. For
computational efficiency, the methods are applied from two to
four attributes simultaneously whereas many public use files
contain 12 or more attributes. The advantage of the multi-
variable aggregation method is that it provides better protec-
tion against re-identification. Its disadvantage is that analytic
properties can be severely compromised, particularly if two
or three uncorrelated attributes are used in the aggregation
process. The attributes that are not micro-aggregated may
themselves allow re-identification.

Micro-aggregation is another technique for data masking
[10], [9]. It aggregates the record values of attributes and is
intended to reduce the re-identification risk. In single ranking
micro-aggregation, each attribute is aggregated independently
of other attributes. The method is easy to implement and
the values of attributes are sorted and divided into groups of
size k. In practice, k is taken to be three or four to reduce
analytic distortions. In each group, the values are replaced by
an aggregate such as the mean or the median. The micro-
aggregation is repeated for each of the attributes that are
considered to be usable for re-identification.

Adding noise to the data sets showed that it is theoretically
possible to recover the mean and covariance of a given
record for arbitrary sub-domains [11], [12]. Both of the
papers showed that the masked data set, by adding noise,
provides good analytic properties such as regression analysis
that closely reproduces regression analysis of the unmasked
data. The authors reasoned that adding noise can yield files
with moderate re-identification rates. In 2017, the authors in
[13] used symmetric key encryption to hide the data before
sending it to the other party using neural network. In 2018,
the same authors [14] used the hiding technique to encrypt
the password to log into multiple servers. However, both

encryption approaches used the symmetric key method. In
symmetric key encryption the shared secret key has to be
secured. In 2017, the authors in [15] came up with the idea
of adding noise to the data set using neural networks. The
authors achieved privacy by hiding two of the attributes. The
disadvantages of using this approach is that they classified
age into groups, i.e., two different ages will fall into the same
group.

In [16], the authors introduced fuzzy logic for privacy
preserving. The authors claim their technique is useful for
both numerical and categorical attributes. However, the authors
did not use any data mining technique to prove that their
modified data is the same as the raw data. The authors in
[17] published a paper showing a comparative study of data
perturbation. They also used fuzzy logic to preserve privacy.
The authors used different classifiers like SVM, ID3 and C4.5
on the original as well as on the perturbed data.

Although different techniques have been applied to preserve
privacy, however, each of them has their own limitations. First
of all, the data swapping method has a very low swapping
rate. Then, in order to overcome the randomization problem,
micro-aggregation was used. Both of these techniques have
a limitation in determining the split of the data records. In
order to avoid this limitation, a data set was created by adding
noise using fuzzy logic and neural networks. The authors of
the papers however did not show how to send the data securely
to different other organizations. In addition, the authors added
noise only to the attributes that are numerical and categorical.

In our paper, we used fuzzy membership functions and
an autoencoder neural network to modify the sensitive in-
formation. Our proposed technique not only hides numerical
and categorical attributes but also real valued attributes. After
the fuzzification of the three sensitive attributes, we send the
modified data to an autoencoder neural network. The current
approach retains both privacy and the accuracy of the result.
Our paper is different from the earlier work done so far by
combining fuzzy logic with an autoencoder neural network.

III. BACKGROUND

This section explains the background information used in
our proposed approach. In our proposed approach we used
fuzzy membership functions [18] and an autoencoder neural
network.

A. Fuzzy Logic

Fuzzy logic was introduced in 1965 by Zadeh in his research
paper “Fuzzy Sets” [19]. He is considered as the father of
fuzzy logic. Fuzzy logic resembles the human decision-making
methodology by dealing with vague and imprecise informa-
tion. Fuzzy logic is applied to many real-world problems since
it is based on degrees of truth rather than based on Boolean
logic. Fuzzy logic is best understood within the context of set
membership. Basically fuzzy logic allows partial membership,
which means that it contains elements that have varying de-
grees of membership within the set. Furthermore, membership
functions characterize fuzziness whether the elements in the



fuzzy sets are discrete or continuous. We have used different
membership functions in our approach, which are explained
below.

B. Mathematical Notation

Here, we elaborate on the different membership functions
which have been used in our paper to perturb the raw data.
Figure 1 shows the plot of different membership functions.
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Fig. 1. Different Membership Functions

1) Triangle Membership Function: This membership func-
tion uses the following relationship:
TriMF(D:X,Y,Z)=0when D < X
=(D-X)/(Y —D)when X <D<Y
=(Z-D)/(Z-Y)whenY <D<Z
=0when D > 7
Here, D represents the value in the data set. X, Y and
Z are three boundary points.

2) Gaussian Membership Function: This membership func-
tion has the following relation:

GaussMF(D : C,W) = EXP—(D - C)?/W?
In the above relation, D is the value in the data set. C'
is the center, and W is the width of the function.

3) S-Shaped Membership Function: For this membership
function we have the following relation:
SMF(D:X,Y)=0when D < X
=2x[(D-X)/(Y —X)]? when X < D < (X +Y)/2
=1-2+[(D-Y)/(Y—X)]> when (X+Y)/2< D <Y
=1when D >Y
where D is the value in the data set, X is the minimum,
and Y is the maximum value in the data set.

Our model is based on privacy and security. Hence, we kept the
boundary points of the triangular membership functions, the
center and the width parameters of the Gaussian Membership
functions and the maximum and minimum values of the s-
shaped membership functions secured. These values are only
known to the sender and the receiver.

C. Artificial Neural Network

Artificial neural networks are one of the main tools used in
machine learning. As the “neural” part of the name suggests,

the networks are brain-inspired systems, which are intended
to replicate the way that we humans learn. Neural networks
consist of input and output layers as well as (in most cases)
a hidden layer consisting of units that transform the input
into something that the output layer can use. Artificial neural
networks are excellent tools for finding patterns which are
far too complex or numerous for a human programmer to
extract or to teach a machine to recognize. While neural
networks have been around since the 1940s, it is only in the
last several decades that they have become a major part of
artificial intelligence.

1) Autoencoder: In our work we used an autoencoder [20]
neural network. The autoencoder has a multilayer percepepton
(MLP) like structure with input layer, hidden layer and output
layer. However, unlike an MLP, autoencoder neural networks
do not require any target data since the network tries to learn
the input itself. The autoencoder consists of two parts: encoder
and decoder. The encoder compresses the inputs to the most
important features. The decoder reconstructs the original input
from the encoder. The hidden layer compresses the input of
the most important feature vectors. Therefore, the number of
feature vectors are reduced in the hidden layer. Autoencoders
are very frequently used for dimensionality reduction and
feature selections.

D. Proposed Model

Our proposed model is divided into two tasks. The first task
is based on hiding the sensitive information. The second task
is to send the perturbed data to different organization using an
autoencoder. Thus, in our proposed approach in order to ac-
complished the first task we used fuzzy membership functions
to hide the sensitive attributes. These are the attributes which
the patient does not want to share. By hiding the data using
different fuzzy membership functions this will make it difficult
for some other party to identify the patient. Next, to send data
to different organizations we used an autoencoder. By using
an autoencoder we can keep the raw data and the perturbed
data set almost similar otherwise no other organization would
be interested in a completely perturbed data set.

IV. OUR APPROACH

In our paper, we focused on how to improve the data
privacy of the patients. Data privacy could be improved if
we could hide the sensitive information of the patient before
sending the data to different organizations. Also, the modified
data and the raw data should almost be the same. Otherwise
the modified data set will be misleading. The research analyst
will not be interested in using such a modified data set.

In our approach, we selected a recent cervical cancer (risk
factor) data set from the UCI data repository [21]. This data
set focuses on the prediction of indicators / diagnosis of
cervical cancer. The data set was collected by the “Hospital
Universitario de Caracas” in Caracas, Venezuela. The data
set compromises demographic information, habits and historic
medical records of 858 patients. The 36 attributes are boolean



or real valued. The data set has 4 target variables, which are
Hinselmann, Schiller, Cytology, Biopsy.

We first formatted the data set since an autoencoder learns
the feature vector and reconstructs the output. We included the
target variables in the feature set. We then sent all the features
as the feature vector to an autoencoder. We modified the data
set using the following modifications:

1) First, we identified the sensitive attributes from the data
set. We identified age, number of sexual partners, and
first sexual intercourse as sensitive information. This is
the information which most of the patients do not want
to share since their identity could be revealed by sharing
this information.

2) We perturbed or hid these three attributes using three
fuzzy membership functions. The three fuzzy member-
ship functions are S-shaped, Gaussian and Triangular.
These three membership functions are described in
the background section. These membership functions
require boundary points, which are selected by the orga-
nization which owns the data set. In our approach, the
hospital which has the raw data will select the boundary
points. These boundary points should be securely stored
by the hospital. The boundary points should not be
shared with any other organization since these could
reveal the patients’ identity. The rest of the attributes
are left as they are in the raw data set.

To share the data with different organizations we used an
autoencoder neural network. We are not interested in the class
which predicts the cervical cancer rather we are interested in
the feature vectors as the output. Thus, we consider all the
features including the target variables as feature vectors. An
autoencoder is one of the neural networks which learns its
own input. Thus, we used an autoencoder to send the data set
to different other organizations.

Compressed
features

Autoencoder Neural Network

Fig. 2.

Figure 2 outlines the autoencoder used in our approach.
From the figure we can see that we used 36 feature vectors as
input. The hidden layer compresses the 36 feature vectors to
20. These 20 feature vectors are the most important attributes.
The decoder reconstructs those 36 attributes from the encoder.
Since the autoencoder neural network is reconstructing the 36
feature vectors again, we measure the accuracy with different

loss functions. The output of the autoencoder is sent as a data
set to different organizations. The data set shares the same
information as the raw data set without compromising the
privacy of the patients.

V. EXPERIMENTAL SETUP

The cervical cancer data set which we used in our ex-
periment consists of 36 attributes. Among them we consider
the first three attributes as sensitive. We have hidden those
attributes with three fuzzy membership functions. The three
fuzzy membership functions which we used are Gaussian, S-
shaped and Triangular. Thus, in total we have 42 attributes
instead of 36 attributes in our data set.

Next, we have to send the modified data set to another
party using an autoencoder. We dropped two columns ‘Time
since first diagnosis’ and ‘Time since last diagnosis’ since
these two columns have the most missing values. Thus, we
are left with 40 columns. Although we have 40 attributes,
but at one time we are sending only 34 attributes through
the autoencoder. These 34 attributes exclude the attributes
created by different membership functions. These 34 attributes
are the feature vectors/input to the autoencoder. The hidden
layer/layers tries to compress the input features to a latent
space representation. The output is reconstructed from this
representation. This is how the output of our autoencoder is
created. The reconstructed output includes all feature vectors.
To experiment with different data sets, the following three have
been generated based on:

1) Dropping the columns which has missing values.

2) Dropping the rows which have missing values.

3) Replacing the missing values with the mean of that

particular column.

VI. EVALUATION AND RESULTS

In this section, we summarize our observations and results.
We measure the accuracy against different loss functions and
also with and without sparsity constraints enabled in the au-
toencoder. The sparsity constraints regularize the autoencoder
[22].

The parameters which are considered are as follows:

e Random State = 150

e Epoch = 500

o Optimizer = Adadelta

« Activation function = tanh

e train split= 0.8

o activity regularizers= 0.000001

Table I shows the accuracy of different membership func-
tions. We considered the modified data set without sparsity
constraints by dropping the missing columns. From the table
we can see that Logcosh used as the loss function achieves
the best value of 81.60% for the three different membership
functions. Also, we can say from the values in the table that
MSE (Mean Square Error) as a loss function obtains the best
accuracy of 81.15% for the S-shaped function.

In Table II, we evaluated the same data set with the sparsity
constraints. We can see that the Gaussian membership function



TABLE I
ACCURACY AND LOSS VALUE OF DROP COLUMN DATA SET AND WITHOUT
SPARSITY CONSTRAINTS

TABLE III
ACCURACY AND LOSS VALUE OF DROP ROW DATA SET WITHOUT
SPARSITY CONSTRAINTS

Membership Membership

function Loss function Loss value | Accuracy function Loss function Loss value | Accuracy
Gaussian Mean_Absolute 0.1313 0.7588 Gaussian Mean_Absolute 4.4915 0.1458
Gaussian MSE 0.1278 0.8020 Gaussian MSE 42613 0.3125
Gaussian Categorical_crossentropy 1.0206 0.0207 Gaussian Categorical_crossentropy 6.0312 0.3750
Gaussian Logcosh 0.1364 0.8160 Gaussian Logcosh 4.2236 0.2708
Gaussian Hinge 0.7107 0.2447 Gaussian Hinge 1.1200 0.6251
S-shaped Mean_Absolute 0.1316 0.7835 S-shaped Mean_Absolute 4.3112 0.4565
S-shaped MSE 0.1272 0.8115 Sshaped MSE 42674 0.2917
S-shaped Categorical_crossentropy 1.0756 0.0166 S-shaped Categorical_crossentropy 5.8769 0.0333
S-shaped Logcosh 0.1280 0.8127 S-shaped Logcosh 4.4675 0.1667
S-shaped Hinge 0.7038 0.2606 S-shaped Hinge 5.5678 0.0000
Traingular Mean_Absolute 0.1356 0.7769 Triangular Mean_Absolute 4.2978 0.0833
Triangular MSE 0.1273 0.8063 Triangular MSE 4.2634 0.2708
Triangular Categorical_crossentropy 0.9532 0.0433 Triangular Categorical_crossentropy 5.7617 0.0208
Triangular Logcosh 0.1280 0.8146 Triangular Logcosh 5.5876 0.1875
Triangular Hinge 0.6738 0.2142 Triangular Hinge 5.7665 0.6250

with MSE as the loss function obtains the best accuracy of
87.34%.

TABLE II
ACCURACY AND LOSS VALUE OF DROP COLUMN DATA SET AND WITH
SPARSITY CONSTRAINTS

Membership

function Loss function Loss value | Accuracy
Gaussian Mean_Absolute 0.1313 0.7409
Gaussian MSE 0.1260 0.8734
Gaussian Categorical_crossentropy 0.9451 0.0058
Gaussian Logcosh 0.1263 0.8122
Gaussian Hinge 0.7091 0.1135
S-shaped Mean_Absolute 0.1326 0.8180
S-shaped MSE 0.1261 0.8457
S-shaped Categorical_crossentropy 1.0220 0.0291
S-shaped Logcosh 0.1266 0.8239
S-shaped Hinge 0.6954 0.1397
Triangular Mean_Absolute 0.1313 0.8122
Triangular MSE 0.1278 0.8457
Triangular Categorical_crossentropy 0.0936 0.0015
Triangular Logcosh 0.1267 0.8384
Triangular Hinge 0.7059 0.1266

Then, we evaluated the data set by dropping the rows which
have missing values and ran the autoencoder without the
sparsity constraints. The results are given in Table III. From
the table we can summarize that the Gaussian and Triangular
membership functions with hinge value both obtains the best
accuracy of 62.51%. Table IV summarizes the evaluation
of the data set running the autoencoder with the sparsity
constraints. We can see that the Gaussian membership function
with logcosh obtains the best accuracy of 62.51%.

We also evaluated the data set in which the missing values
are replaced by the mean of that particular column. We
evaluated that data set running the autoencoder without the
sparsity constraints. The results are given in Table V. We
can summarize that the Gaussian membership function with
logcosh as the loss function returns the best value of 62.52%.
From Table VI we can say that the Gaussian membership
function with MSE and using the sparsity constraints returns

TABLE IV
ACCURACY AND LOSS VALUE OF DROP ROW DATA SET AND WITH
SPARSITY CONSTRAINTS

Membership

function Loss function Loss value | Accuracy
Gaussian Mean_Absolute 4.3342 0.0208
Gaussian MSE 4.2642 0.2708
Gaussian Categorical_crossentropy 5.8342 0.0627
Gaussian Logcosh 4.3421 0.3542
Gaussian Hinge 4.7213 0.0000
S-shaped Mean_Absolute 43124 0.2292
S-shaped MSE 4.2343 0.1875
S-shaped Categorical_crossentropy 6.2212 0.0625
S-shaped Logcosh 4.3427 0.2083
S-shaped Hinge 4.7453 0.0417
Triangular Mean_Absolute 4.2634 0.1458
Triangular MSE 4.5674 0.1875
Triangular Categorical_crossentropy 6.0354 0.0417
Triangular Logcosh 42354 0.3750
Triangular Hinge 4.7123 0.0000

the best value of 64.57%.

VII. CONCLUSION

This paper described a technique that encrypts and hides
sensitive information but also sends the data to different
organizations securely. In order to encrypt sensitive data,
our approach used three different fuzzy logic membership
functions.

We kept the boundary points secure. The boundary points
are only known to the sender and receiver. Then, we used an
autoencoder to learn the input feature vectors of the modified
data set which then allows us to send the output of the
autoencoder to share data with other organizations. As for
the experiments, we evaluated three types of data sets. The
data sets were modified by dropping columns, dropping rows
and and replacing the missing values with the mean. We then
evaluated the accuracy against different loss functions and
measured the accuracy of the autoencoder with and without
sparsity constraints. From all the results we evaluated, we
found that the ‘dropping column data set’ and running the



TABLE V
ACCURACY AND LOSS VALUE OF MEAN DATA SET AND WITHOUT
SPARSITY CONSTRAINTS

Membership

function Loss function Loss value | Accuracy
Gaussian Mean_Absolute 0.2648 0.6250
Gaussian MSE 4.3532 0.2500
Gaussian Categorical_crossentropy 2.5200 0.0000
Gaussian Logcosh 1.3600 0.6252
Gaussian Hinge 2.1500 0.0000
Sshaped Mean_Absolute 1.3800 0.2086
Sshaped MSE 1.3600 0.5331
S-shaped Categorical_crossentropy 2.2000 0.0000
S-shaped Logcosh 1.3600 0.5993
S-shaped Hinge 2.1400 0.0000
Traingular Mean_Absolute 1.3600 0.5397
Triangular MSE 1.3600 0.5199
Triangular Categorical_crossentropy 2.2200 0.1192
Triangular Logcosh 1.3600 0.3543
Triangular Hinge 2.0900 0.0000

TABLE VI
ACCURACY AND LOSS VALUE OF MEAN DATA SET WITH SPARSITY
CONSTRAINTS

Membership

function Loss function Loss value | Accuracy
Gaussian Mean_Absolute 1.3777 0.1556
Gaussian MSE 1.3600 0.6457
Gaussian Categorical_crossentropy 2.9306 0.0000
Gaussian Logcosh 1.3600 0.2815
Gaussian Hinge 2.1100 0.0000
S-shaped Mean_Absolute 1.1382 0.1854
S-shaped MSE 1.3600 0.4437
S-shaped Categorical_crossentropy 2.6700 0.0000
S-shaped Logcosh 1.3600 0.2119
S-shaped Hinge 2.1300 0.0000
Traingular Mean_Absolute 1.3770 0.1589
Triangular MSE 1.3685 0.6159
Triangular Categorical_crossentropy 2.5670 0.5960
Triangular Logcosh 1.3693 0.2848
Triangular Hinge 2.1100 0.0000

autoencoder with sparsity constraints obtained the best accu-
racy. From all the results, we can say that the best accuracy we
obtain is by using the autoencoder with sparsity constraints.
Among all the fuzzy set functions, the Gaussian membership
function with MSE as the loss function using the data set
with the dropped column obtained both a very good accuracy
and also a low loss value. Hence, the Gaussian membership
function can be used to hide / encrypt sensitive information.
Also, to send the data we used an autoencoder with MSE as
the loss function and obtained an accuracy of 87.34%.

In summary, as our technique is based on data privacy we
kept the boundary conditions of the Gaussian Membership
functions protected. Also, for better privacy results the bound-
ary conditions should be only used once. If the hospital has to
send data again, they should use different boundary conditions.
Thus, the adversary would not be able to guess the correct
boundary conditions. Our method can assure patients that their
sensitive information will be kept secret, and furthermore,
other organizations or data analysts will receive the data that

is very similar to the raw data for analysis.

For future work, we should hide the sensitive data with
other membership functions and evaluate the accuracy of the
data set. In addition, we can use different flavors of the
autoencoder for sending data from the sender to different
trusted organizations.
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