Abstract—The benefits of Quality of Service (QoS) aware service selection is undisputed. The selection process based on QoS allows the user to specify their requirements not only based on functional attributes but also on non-functional attributes. The automation of this selection process can be done via optimization. Several different exact but also approximate algorithms have been proposed in the past. Genetic algorithm is one such method that can find approximate solutions during the service selection task. In this paper, we propose an improved version of the standard genetic algorithm approach by making use of fuzzy logic during the stochastic genetic search process. The fuzzy component dynamically adjusts the crossover and mutation rates of the evolution for every ten consecutive generations. Results show that the fuzzy-guided Genetic algorithm approach improves the solution quality.

I. INTRODUCTION

Services computing is a discipline combining science and technology. In particular, it is a bridge for the gap between Business Services and IT Services. The core technology suite consists of Web services and service-oriented architecture (SOA), cloud computing, business consulting methodology and utilities, business process modeling, transformation and integration [1]. Services computing covers the whole life-cycle of services innovation research. It includes services modeling, creation, annotation, deployment, discovery, composition, delivery, monitoring, optimization, as well as management. The major goal of services computing is to provide the infrastructure necessary to perform the business processes more efficiently and effectively [1].

Services are components that support the composition of distributed applications, and are offered by service providers or organizations. Since services are offered by different businesses they provide a distributed computing infrastructure for both intra- and cross-enterprise application integration and collaboration. Descriptions of services are used to advertise the capabilities, interface, behavior, and quality of the service. Service descriptions are necessary for discovery, selection, binding, and composition of services. The service capability description presents the conceptual requirements of the service. The service interface description publishes the service’s input, output, and message types. The service behavior description describes the “expected” behavior of a service during its execution. Finally, the Quality of Service (QoS) description publishes important non-functional service quality attributes, such as cost, reliability, and availability to name a few. Service clients, and service workflow aggregators utilize service descriptions to achieve their business tasks [2].

WSDL (Web service description language)1 provides a standard model for specifying service functionality by the separation of the abstract representations of service input and output messages from the concrete descriptions of each end point’s bindings. However, currently there is no standard description method that includes all aspects of services’ non-functional characteristics. Therefore, this lack of a standardized mechanism based on a consistent view of non-functional service characteristics is a current research topic. Different approaches addressing this deficiency have been proposed. QoS attributes generally considered are cost, availability, response time, and reliability. Cost is defined as the fee to be paid to the service provider by the service requester for executing a particular service. The cost is always associated with the value of the service functionality, i.e. the more complex the function it provides, the higher the service cost. Availability of a web service is the probability that the service operation is accessible. This is defined by the proportion of the service’s uptime and downtime. Response time is the expected delay between the time instant when a request is sent and the time when the result is obtained. Reliability is a measure of the service invocation trustworthiness. It is defined as the ratio between the numbers of service invocations that comply with the negotiated QoS over the total number of service invocations.

This paper proposes a fuzzy-guided Genetic algorithm (FGA) approach that makes use of fuzzy logic while guiding the stochastic genetic search. The fuzzy component dynamically adjusts the crossover and mutation rates of the evolution for every ten consecutive generations, which leads to improved solution quality applied to the web service selection problem. Therefore, better matches between service requesters and service providers can be found.

The remainder of the paper is structured as follows. In the next section related work is outlined. Section III describes the proposed fuzzy-guided genetic algorithm approach. In Section IV the experiments and results are given, followed by the conclusions presented in Section V.

1http://www.w3.org/TR/wSDL
II. RELATED WORK

Related work in the area of web service selection include approaches using trust and reputation mechanisms, computational intelligence methods, QoS-based selection techniques and fuzzy approaches.

An evidence-based scheme for Web service selection is proposed to estimate the degree of consumer trust in a particular service by considering consumers’ direct experience and indirect recommendation of the service in [3]. The proposed model enables deception detection and excludes the fraudulent evidence of malicious evaluators from the selection process.

In [4], a reputation measure approach of Web service is introduced to enhance the reputation measure accuracy. Three phases, feedback checking, feedback adjustment and malicious feedback detection, have been employed to improve the service selection process in order to obtain reliable services.

A new approach for designing and developing a QoS ontology and its QoS-based ranking algorithm for Web services are introduced in [5]. The QoS ontology is used to support QoS descriptions and facilitates service participants to express their QoS offers and demands. Analytic Hierarchy Process (AHP) is adopted in the QoS-based ranking algorithm to rank the Web services with similar functionality in order to select the best services for a request.

A Web service selection framework by introducing a QoS-based cost function concept is proposed for composite distributed Web services in [6]. The proposed approach composes a few Web services chosen from a given service community by their cost function to find the optimal composite service.

A novel ANN-based (Artificial Neural Network) service selection algorithm (ANNSS) is proposed and applied to a ubiquitous Web service environment in [7]. The users can acquire effective guidance, and choose the most appropriate service evaluated by an ANN-based evaluation standard. A three-term method that improves the traditional back propagation algorithm is used to satisfy the requirements of time issue in real-time systems.

Linear-programming, an exact optimization method, has been applied to the workflow service selection problem in [8], [9]. Another implementation has used complex workflow patterns to address the service selection problem [10]. Linear programming is used to solve the optimization problem using an aggregation function for different QoS attributes.

However, one problem the exact optimization methods have is the time-complexity. Therefore, approximate techniques can be used to improve the execution time of the selection process, however, only sub-optimal assignments of the services based on the service requests are likely to be found. One such approximate method is genetic algorithm (GA).

A stochastic demand multi-product supplier selection model with service level and budget constraints using a GA is described in [11]. The relationship between the expected profit and the number of trials, and between the expected profit and the combination of mutation and crossover rates, are studied to identify better parameter values to run the GA.

A new cooperative evolution algorithm, which consists of stochastic particle swarm optimization (SPSO) and simulated annealing (SA), is introduced to solve the service selection problem in [12]. The approach resolves the service selection with multi-objective and QoS global optimization. The proposed cooperative evolution algorithm owns better global convergence ability with faster convergence speed, in addition, the multi-objective SPSO is feasible and efficient.

In [13], a system for supporting the user in the discovery of semantic Web services is used to model an ad-hoc service request by selecting conceptual terms rather than using strict syntax formats. The selection exploits the fuzzy formal concept analysis to request the system to return a list of semantic Web services that match the user query.

In [14], a service selection method based on the technique for Order Preference by Similarity to an ideal Solution (TOPSIS) with fuzzy opinions is used to evaluate the weights of various criteria and the rating of each alternative Web service. The approach uses triangular fuzzy membership functions to represent the weights of criteria and the ratings of Web services.

In [15], a fuzzy-based UDDI (Universal Description, Discovery and Integration) with QoS support is proposed to consider the non-functional quality of QoS information for personalized Web service selection. This approach considers the objective factors described by service providers, and subjective information with trustability evaluations from users by adapting genetic algorithms (GA) to learn the user preferences, and to apply fuzzy logic to make decisions. The users can determine the most suitable Web service with a fuzzy query interface to provide subjective and objective factors.

A decision model under consumer’s vague perception of intuitionistic fuzzy set for QoS-aware Web services selection is proposed in [16]. The selection method is modeled as a fuzzy multi-criteria decision-making problem by considering the non-functional QoS properties that heavily rely on the perceptions of service providers and consumers.

The classical approach to the assignment problem is given by the Munkres algorithm [17], which was originally proposed in 1955, also known as the Hungarian algorithm because the algorithm was largely based on the earlier works of two Hungarian mathematicians named Denes Konig and Jano Egervary. Later, it was reviewed by [18] in 1957 and he observed the algorithm is (strongly) polynomial. Since then, the algorithm was given the name Kuhn-Munkres algorithm or Munkres assignment algorithm. The algorithm has a time complexity of $O(n^3)$.

In this paper, we are following the idea of using an approximate technique, namely GA, to be applied to the optimization process. Furthermore, the matches of service requesters with service providers are based on QoS parameters as described in the following section. We also introduce the concept of an adaptive crossover and mutation rate using fuzzy logic. We will show that fuzzy logic is suitable for controlling the crossover and mutation rates throughout the GA run, and that it improves the solution quality.
III. FUZZY-GUIDED GENETIC ALGORITHM

A. Quality of Service Metric and Fitness Function

There are many measures available for different QoS criteria, however, we consider the following five generic quality criteria for services (QoS parameters): reliability, availability, reputation, execution duration, and execution price.

The reliability of a service $q_1$ is the fraction of requests correctly responded to within a maximum expected time frame. The availability of a service $q_2$ is the fraction of time that the service is accessible. The reputation of a service $q_3$ is a measure of its trustworthiness and depends on the end user’s experience of using a service. The execution duration $q_4$ denotes the expected delay in seconds from the moment a request is made until the moment when the results are returned. The execution price $q_5$ represents the amount of money a user has to pay for executing a service.

Our goal is to maximize the overall QoS of the service requests simultaneously. The overall fitness function for the optimization of $N$ simultaneous service requests is the following:

$$f_{obj} = \max \sum_{i=1}^{N} \left( \sum_{j=1}^{3} q_{ij} - q_{ij}^{\text{min}} \right) + \sum_{i=4}^{5} q_{ij}^{\text{max}} - q_{ij}^{\text{min}} \right)$$

whereby we define $q_{ij}$ to be the value for service $i$ and the $j^{\text{th}}$ QoS parameter, and we define $q_{ij}^{\text{max}}$ to be the maximum score any of the considered services achieves for the $j^{\text{th}}$ QoS parameter as defined above, and similarly, $q_{ij}^{\text{min}}$ to be the minimum score any of the considered services achieves for the $j^{\text{th}}$ QoS parameter. Note that the individual QoS parameters are treated differently depending on whether its value is to be minimized or maximized. In general, the user wants to maximize reliability, availability and reputation, whereas cost and execution time should be minimized.

B. Genetic Algorithm (GA)

GA [19] is a global optimization strategy that models natural evolution. A GA works on a population of chromosomes that is created as a set of possible solutions to the optimization problem. Within a generation of a population, the chromosomes are randomly altered by processes of selection, crossover and mutation in order to create new chromosomes that have better evaluation scores. The next generation population of chromosomes is randomly selected from the current generation with selection probability based on the evaluation score of each chromosome.

For the web service selection problem at hand, an individual is modeled to correspond to one match. The match is implemented as a vector, which is also referred to as a chromosome. Dimensions in the vector correspond to providers, and values correspond to consumers. Therefore, if the vector has value 3 at its 5th position (dimension), consumer 3 is matched with provider 5. Every number representing a consumer can only be at one position in the vector, otherwise, the vector represents a non-valid match.

At the beginning, the first population is randomly initialized. After that, the fitness of the individuals is evaluated using the fitness function (Equation 1). After the fitness is evaluated, individuals have to be selected for paring. The selection method used is tournament selection. Always two individuals are paired, resulting in an offspring of two new individuals. In the pairing phase, a random crossover mask is used, i.e. the positions (dimensions) for which crossover occurs are selected randomly. If crossover occurs at certain positions (dimensions), individuals that are mated exchange their values at that position and the resulting individuals are used as offspring. The crossover has to make sure that the offspring present a valid match. Therefore, if two values are exchanged, other positions in the two match vectors are usually affected as well. The offspring faces mutation with a certain low probability. After mutation, the fitness of the offspring is calculated. Then, either all individuals from the last generation compete against the whole offspring, or the offspring only compete with its corresponding parents. In this implementation, all individuals from the old generation compete with all individuals in the new generation. After the new generation is selected, the GA will start over, and continue with parent selection and crossover.

C. Fuzzy-guided Genetic Algorithm (FGA)

Fuzzy logic, which began with the fuzzy set theory by Lotfi Zadeh [20] in 1965, has been applied to many fields and is a useful tool for decision-making problems involving uncertainty and vagueness. We are making use of fuzzy logic in order to guide the crossover and mutation rates of our GA implementation.

In order to adjust the crossover rate and mutation rate in the GA based on the feature of changing environment, we use a fuzzy engine including two controllers: crossover controller and mutation controller. The framework of the proposed fuzzy-guided genetic algorithm (FGA) is shown in Figure 1. The two inputs of the fuzzy engine are $\Delta f$ and $d$, and two outputs are $\Delta P_c$ and $\Delta P_m$. Let $\Delta f$ be the average fitness difference between the current generation and the previous generation. $d$ captures the average of the bit difference of all pairs of individuals of the population, and can be calculated as:

$$d = \frac{1}{\frac{N(N-1)}{2}} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \sum_{k=1}^{C} \delta(b_{ik}, b_{jk}) \cdot \frac{1}{C}$$

where $N$ is the population size, $C$ is the length of the individual, $b_{ik}$ and $b_{jk}$ are the $k^{\text{th}}$ bit value of the $i^{\text{th}}$ individual and the $j^{\text{th}}$ bit value of $j^{\text{th}}$ individual respectively. If $b_{ik}$ and $b_{jk}$ have the same value, $\delta(b_{ik}, b_{jk}) = 0$, otherwise $\delta(b_{ik}, b_{jk}) = 1$.

The fuzzy engine determines the two outputs $\Delta P_c$ and $\Delta P_m$ calculated by the crossover controller and mutation controller respectively. $\Delta P_c$ is the updated value for the crossover rate and $\Delta P_m$ is the updated value for the mutation rate. Once $\Delta P_c$ and $\Delta P_m$ are calculated, the GA will update the crossover and mutation rates accordingly (similar to [21]). Afterwards, GA
will generate another two inputs and send them to the fuzzy engine after 10 consecutive generations.

The fuzzy engine consists of three parts: fuzzification module, fuzzy rule base module, and defuzzification module.

1) **Fuzzification module**: it converts the two inputs \( \Delta f, d \) and two outputs \( \Delta P_c, \Delta P_m \) into triangular membership functions. The meanings of the linguistic terms for the two inputs and two outputs are tabulated in Table I. The membership functions of the two inputs are shown in Figures 2 and 3, \( \Delta P_c \) and \( \Delta P_m \) are depicted in Figures 4 and 5, respectively. Please note that the universe of discourse for \( \Delta f, \Delta P_c, \Delta P_m \) was determined by experiments as outlined in the following section.

2) **Fuzzy rule base**: a set of rules capture the relationships between the different values of the inputs and outputs. A rule is made up of two antecedent and one consequent linguistics statement connected by the fuzzy connections (AND, THEN). One example is the following rule (see Table II in bold):

**IF** \( \Delta f \) is PL, AND \( d \) is VL, **THEN** \( \Delta P_c \) is NL

3) **Defuzzification module**: the outputs of the fuzzy engine are crisp values that serve as the most representative value of the output. Several techniques have been proposed in previous works [22]. In the case of our FGA with continuous output variable, one suitable method is the moment defuzzification technique, which computes the first moment of area of a fuzzy set, thus the crisp output \( x' \) is calculated as:

\[
x' = \frac{\sum_{i=1}^{m} x'_i \cdot A_i}{\sum_{i=1}^{m} A_i}
\]

where \( x'_i \) is the local center of gravity (and therefore our defuzzified mutation or crossover rate respectively), \( A_i \) is the local area, and \( m \) is the total number of outputs.

**D. Encoding, Crossover and Mutation Methods**

The encoding method in this implementation is permutation encoding. Thus, no duplicate integers are allowed in a chromosome. The performance of the GA/FGA depends on the crossover and mutation, and uniform, one-point and two-point crossover have been implemented. In uniform crossover, integers are randomly copied from the first or from the second parent. In one-point crossover, one crossover point is selected. The integer string from the beginning of the chromosome to the crossover point is copied from one parent, then the second parent is scanned and if the number is not yet in the offspring it is added. In two-point crossover, two crossover points are selected. The chromosome string from the beginning of chromosome to the first crossover point is copied from one parent, then the string from the first crossover point to the second crossover point is copied from the second parent. The remainder is copied from the first parent. Afterwards, the duplicated integers are replaced and the integers that are not yet in the offspring are randomly allocated. As for mutation, the swap mutation is implemented since no duplicated integers are allowed.

**IV. EXPERIMENTS AND RESULTS**

**A. Experimental Setup**

The two approaches GA and FGA as introduced in the previous section were implemented. The Munkres algorithm was also implemented in order to use it for comparisons.
The experiments were conducted on a core of an Intel(R) Core(TM)2 Duo CPU T6600 (2.20GHz) on an Asus laptop with 4096MB RAM memory using a Java version 1.6.0 JDK Runtime Environment on a Windows 7. All measurements are average results taken from 25 runs with 300 consumer-provider pairs (i.e., 300 consumers and 300 providers). In addition, all fitness values shown are normalized with respect to the Munkres algorithm. The required parameters of the selection problem using GA and FGA are tabulated in Table III.

### Table III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Maximum generations</td>
<td>1000</td>
</tr>
<tr>
<td>Selection method</td>
<td>Tournament with $K = 10$</td>
</tr>
<tr>
<td>Initial crossover rate</td>
<td>0.6</td>
</tr>
<tr>
<td>Initial mutation rate</td>
<td>0.05</td>
</tr>
<tr>
<td>Consumer-provider pairs</td>
<td>300</td>
</tr>
</tbody>
</table>

#### B. Universe of Discourse for Fuzzy Sets of the Fuzzy Engine

In order to set the universe of discourse of the fuzzy membership functions ($\Delta f$, $\Delta P_c$, and $\Delta P_m$) preliminary experiments were run to find the best fitness values that can be achieved. This was done by varying the ranges of the fuzzy input membership functions. For example, the original range of the fuzzy input membership function $\Delta f$ (see Figure 2) is set to $[-0.005, 0.005]$ by choosing the upper-bound and lower-bound of the best fitness value between the previous and the next generation. The other fuzzy input $d$ (see Figure 3) is fixed to $[0, 1]$, since it is the average of the bit difference of all pairs of chromosomes in the population and cannot be varied. The two outputs $\Delta P_c$ (see Figure 4) and $\Delta P_m$ (see Figure 5) are $[-0.03, 0.03]$ and $[-0.015, 0.015]$ respectively. In order to find the best range for $\Delta f$, $\Delta P_c$, and $\Delta P_m$, first, we vary the range of $\Delta f$ by multiplying the number with values ranging from 0.7 to 1.3 (narrowing or enlarging the range of the universe of discourse) in order to see the effect on the fitness values of the FGA. Afterwards, we perform the same on $\Delta P_c$ and $\Delta P_m$ respectively, and multiply the number with values ranging from 0.7 to 1.3. As we mentioned before, the best fitness value is the average result taken from 25 runs. The measurements are done using uniform crossover with generations = 500.

Figure 6 shows the variation of $\Delta f$. It can be seen that the best fitness values are obtained for FGA of $\Delta f \ast 1.0$.

In Figure 8, the variation of $\Delta P_m$ are shown. We can see that the best fitness values are obtained for $\Delta P_m \ast 1.0$ and therefore has been chosen.

#### C. Overall Performance

Figure 9 shows the execution time in seconds of the GA, FGA and Munkres algorithms using the uniform, one-point and two-point crossover methods with generations = 100. As mentioned before, we used 300 consumer-provider pairs. As expected, the Munkres algorithm (having a cubic time-complexity), which is an optimal algorithm, has the largest execution time, followed by the FGA algorithm, then the GA algorithm. In addition, Table IV shows the best fitness values obtained using the three algorithms. As can be seen from the fitness values, similar values for both methods (GA and FGA) are obtained for all crossover methods. For 100 generations...
the GA method scores slightly better than the FGA method, however, the optimal algorithm (Munkres) scores 100%.

Fig. 9. Time Comparison of GA, FGA and Munkres for number of generations = 100.

<table>
<thead>
<tr>
<th>Crossover Method</th>
<th>Algorithm</th>
<th>GA (%)</th>
<th>FGA (%)</th>
<th>Munkres (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>GA (%)</td>
<td>87.006</td>
<td>86.948</td>
<td>100</td>
</tr>
<tr>
<td>One-point</td>
<td>FGA (%)</td>
<td>87.531</td>
<td>86.921</td>
<td>100</td>
</tr>
<tr>
<td>Two-point</td>
<td>Munkres (%)</td>
<td>87.170</td>
<td>87.064</td>
<td>100</td>
</tr>
</tbody>
</table>

Table IV: Best fitness values with generations = 100.

D. Comparisons of GA and FGA with Different Crossover Methods

Figure 10 plots the best fitness values against the number of generations using uniform crossover. Both GA and FGA steadily increase as the number of generations increases. At the beginning, no significant differences between GA and FGA can be observed. However, as the number of generations increases, the best fitness values obtained by FGA increase faster than the values obtained by GA. A linear increase in time for increasing numbers of iterations for the GA and FGA are shown in Figure 11. Due to the additional time needed for the fuzzy component, FGA shows the larger increase.

Similarly, Figures 12 and 13 show the best fitness values and execution times obtained by GA and FGA using one-point crossover.

For two-point crossover the same trend of the best fitness values and the execution times are observed as shown in Figures 14 and 15, respectively. All the three crossover methods, uniform, one-point and two-point, show that FGA is consistently better than GA, in particular, as the number of generations increases.

E. Variation of Crossover Rate and Mutation Rate

It is known that standard GA has a constant crossover rate and mutation rate. Our FGA uses two controllers to update
the crossover rate and mutation rate. In Figure 16, it is shown that the crossover rate steadily increases as the number of generations (using uniform crossover) increases. After 400 generations, the crossover rate starts to converge to 1.

Figure 17 plots the variation of mutation rate using uniform crossover. At the beginning, until about 100 generations, the mutation rate increases. After 100 generations the mutation rate fluctuates around a value of 0.077.

V. CONCLUSION

In this paper, a fuzzy-guided genetic algorithm (FGA) has been applied to the Web service selection problem based on five QoS attributes. Given that standard GA uses fixed crossover and mutation rates, that are usually determined by preliminary runs, we have proposed FGA that uses fuzzy logic to adapt the crossover and mutation rates automatically.

FGA was implemented and different crossover methods have been investigated (uniform, one-point and two-point crossover). Several experiments were carried out. First, the universe of discourse for determining the fuzzy sets were looked at. Secondly, the overall performance of all algorithms were measured, both in terms of fitness value and execution time. Afterwards, different crossover methods were investigated and compared.

The experiments revealed that FGA score higher fitness values than standard GA. The best fitness values of GA using uniform, one-point and two-point crossover after 1000 generations are 94.57%, 94.74%, and 94.80%, while the best fitness values of FGA are 95.62%, 95.99%, and 96.07% respectively. However, this fitness improvement comes at the cost of execution time. Due to the fuzzy component for adjusting the crossover and mutation rates the execution time of FGA is necessarily longer. The advantage however FGA has is that the crossover and mutation rates do not need to be predefined before the optimization is run, and therefore it enables automated rate adjustments that can be applied to any kind of optimization problem.

Future work will include a finer granularity of the fuzzy sets, the use of gaussian fuzzy membership functions instead of the triangle membership functions, and the implementation of different mutation methods. In addition, the dynamic nature of the selection problem will also be addressed since services come online and go offline, and therefore this dynamicity needs to be taken into consideration.
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