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The work under this grant has established several concepts for working
with diverse data. As a first step, abstractions have been developed that ap-
propriately represent the richness of data types such as sequence and graph
data, and their combination with conventional data types such as Boolean
(or item) data. As a second step towards integrating diverse data, techniques
have been developed for establishing significance of attribute groups that cor-
respond to a particular data source, and for finding significant relationships
between attribute groups and Boolean attributes.

Extraction of patterns from graph-relational data

We have addressed the need for abstractions of graph data that go beyond
characterizing the structure of the graph and rather also integrate informa-
tion that is associated with graph nodes [2, 3, 1, 15]. We have developed
techniques for determining which of those combined attributes are unex-
pected with respect to basic properties that are known from node data alone
or based on simple graph correlations. Fig. 1 illustrates the concept of
expected and unexpected patterns. Simple patterns are either made up of
only one node, or consider only one unique set of attributes over all nodes.
Complex patterns involve multiple nodes and attributes and thereby require
techniques that go beyond standard single-table data mining or correlation
analysis. Not all complex attributes are, however, independent of simple
patterns, as can be seen in the bottom right part of the figure.

We have been able to provide a benchmark model for graph-relational
data as well as developing a high-performing data mining algorithm that
gives approximate answers. The benchmark model was built on the sta-
tistical theory of log-linear models [3]. We have, furthermore, adapted the
concept of edge disjoint data mining techniques to graph-relational data. For
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Figure 1: (Top) Example of a set-labeled graph. (Bottom-Left) Simple intra-
node and correlation patterns. (Bottom-Right) Complex patterns expected
or unexpected based on simple patterns.

both algorithms we have demonstrated effectiveness and efficiency on real-
world applications, including protein networks with annotations and movie
data. For the edge disjoint mining algorithm we gained patterns in protein
regulation networks, where conventional techniques produce few or none [1].

Clustering of sequence data

We have have developed an algorithm that identifies clusters of similar se-
quence sections, combining benefits of two distinct ways of approaching se-
quence data mining. In most sequence clustering algorithms, overall pairwise
similarities determine the grouping, while frequent subsequence mining and
domain finding algorithms are based on identification of relevant sequence
sections. In most sequence clustering algorithms, three mutually similar se-
quences may share no sequence section that is common to all three. Motif
finding algorithms, on the other hand, depend on frequent occurrence of se-
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Figure 2: Our algorithm applied to multi-domain proteins. The figure shows that
the algorithm correctly identifies local homology.

quence patterns or on prior knowledge. The algorithm developed under this
grant uses a sliding-window-based similarity measure that clearly ties clusters
to sequence sections while nevertheless capturing the alignment structure of
the sequences that were clustered [12]. The usefulness of the resulting pat-
terns is evaluated in the context of independent data.

Figure 2 shows schematically how sequences are clustered when some
similarity regions are specific to only some of the sequences. For gene se-
quences we were able to show that our algorithm is capable of reproducing
many domains already listed in the Interpro database as well as finding some
new ones. As a second step we relaxed the cluster definition further and
allowed clusters to be defined on the basis of any combination of windows
[10, 14, 11]. Such generalized sequence signatures can be efficiently mined
using clustering and pattern mining techniques. We have been able to show
that annotations derived on the basis of our clusters satisfy self consistency
considerations better than those based on Interpro domains.

3



 0
 1
 2
 3
 4
 5
 6
 7
 8
 9

 10
 11
 12
 13
 14
 15
 16

 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15

Va
lu

e

Time

A

B

C

D

A

B

C

D

A

B

C

D

Figure 3: Example time series (a) together with the corresponding DAG (b).

Establishing relationships among patterns in stock mar-
ket data

We have adapted the sequence-based clustering techniques of the previous
section to stock market time series of the S&P 500 index as well as to four
additional time series data sets. Sequence – subsequence relationships among
patterns based on subsequence similarities are represented through a directed
acyclic graph, DAG. Figure 3 shows an example of four time series that show
a total of three characteristic shapes. The relationships between their regions
of similarity is shown in the DAG representation in (b). Each time series is
represented by a leaf node, and all three patterns are represented as internal
nodes. Note that the DAG is different from similarity-based representations
that are common in hierarchical clustering, where degrees of similarities are
used to group sequences. In our case, length of overlap determines the posi-
tion in the DAG and similarity is addressed as a single window-based thresh-
old. As a result, the sequential nature of the underlying data is directly
represented in the pattern conglomerate concept that is proposed as building
block for further analysis in [13].
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Figure 4: Example of five data points shown using parallel coordinates (left)
and a vector space representation (right). The neighborhood of point A is
dense for multiple subspaces. Two projections of a hypercube of side length
a are shown. Note that those projections do not contain the same number
of neighbors.

Detecting Non-Random Data in the Presence of Mas-
sive Noise

When combining information from many data sources, a central problem is
not to include data that are randomly distributed. An algorithm for finding
non-random data points in the presence of up to 95% noise has been de-
veloped [6, 5]. Rank-order-based scaling creates a flat distribution for each
individual attribute, regardless of the distribution of values. Non-random
data are identified through density maxima that result from the combined
occurrence of similar attribute values in multiple data points. Similarity is
evaluated over all axis parallel subspaces. Figure 4 illustrates how multiple
subspaces can support a pattern. Its left panel shows a representation of five
data points with three features (f0,f1, and f2), using parallel coordinates.
Alternatively one may look at the image as a set of five time series of length
three that can be embedded in a three dimensional vector space. The vector
space representation of the same data points can be seen in the right panel
of Figure 4, where the data points are visualized through projections along
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Figure 5: Left: Example of a time series together with labels corresponding
to the cluster representatives from our algorithm, shown in the top right
panel. Clustering is based on a section of the time series that is not shown.
Bottom right: Result of k-means clustering with k=2 on same time series.

each of the three coordinate axes. Note that point A has two neighbors in
the projection onto the x0 − x1 plane, and one neighbor in projections onto
the x1−x2 and x0−x2 planes. A point is considered a neighbor if it is within
a hypercube of side length a (see figure), or its projection. Note also that the
neighbors differ for the two projections shown in Figure 4. In the projection
along the x0 axis only point C is a neighbor to A, while in the projection
along the x2 axis points B and C are A’s neighbors. Only one point (C)
is close to A in all dimensions. Subspace clustering techniques would not
simultaneously consider both projections as evidence for high density. Effec-
tiveness of the resulting algorithm is demonstrated on a real gene expression
data set, for which noise has a clearly non-Gaussian distribution, as well as
on time series data to which noise was added artificially. Comparison with
conventional outlier detection illustrates the need for the new technique.

Data-Set-Specific Time-Series Subsequence Clustering

The problem of eliminating noisy data has also been addressed in the clus-
tering context. We have introduced an algorithm that specifically addresses
the goal of identifying source-specific clusters in time series subsequence data
[7, 4]. Figure 5 illustrates the importance of disregarding noise in time se-
ries data. An artificial data set is shown that has two recognizable patterns,
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one bell-shaped (pattern 1) and one funnel-shaped (pattern 2). Intermediate
regions do not follow any particular pattern, and it is therefore appropriate
that they should not be assigned to a cluster. Regions without obvious pat-
terns are labeled ”-”, indicating that these are outliers or noise. The labeling
is done based on the two cluster representatives that are shown in the top
right plots. Note that the labeling in the figure is an experimental result.
Conventional k-means has no mechanism for excluding noise. In fact, cluster
members that are far from a cluster center have a particularly large impact
on the location of k-means cluster centers, since the mean minimizes the sum
square error of a set of values. Density-based clustering techniques disregard
any data points that are in low-density regions of the attribute space. As a
result, only those data points contribute to the cluster center definition that
are in high-density regions.

We have shown that disregarding outliers is an important step in develop-
ing a robust clustering algorithm. Rather than relying on ad-hoc threshold
values, our algorithm compares directly with what would be expected from
random data. This comparison is done on a set of length scales to avoid lim-
iting assumptions. In contrast to outlier detection algorithms, data points
are not compared against the bulk of the data but rather against the distri-
bution of random walk data. The rationale is that in time series data the
majority of the data can be noise, and the assumption that outliers are rare
may then no longer be satisfied. Our algorithm is effective over a wide range
of window sizes, providing both high sensitivity and specificity in recognizing
data from the same source. We have shown that kernel-density-based clus-
tering loses its ability of identifying clusters in real-world data at window
sizes of about 16-32. For our algorithm, in contrast, the best performance
was seen for window sizes of w=16 to w=128. In summary, we were not only
able to show that density-based techniques are able to overcome problems
that had been observed in time series subsequence clustering using k-means
and hierarchical clustering techniques.

Mining vector-item patterns

The previous two sections showed ways of identifying data that are signifi-
cant beyond noise based on multiple continuous attributes, or vectors alone.
We have taken the goal of distinguishing relevant from irrelevant information
further by searching for patterns that involve vector attributes together with
Boolean data [16, 8]. Subsets of the vector data, which are defined by the
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Figure 6: Schematic of a vector-item pattern between a 2-dimensional vector
and one item. Records are represented by circles. The vector data determine
the positions of the circles in the plane; existence of the item is represented
as solid black filling. Bottom: Histograms summarize the distribution of
neighbors with the item. Left: Records that have the item are close (vector-
item pattern noticeable). Right: Same vector data as left but item data are
distributed such that no vector-item pattern is noticeable.

presence of an item (or truth value of a Boolean attribute) define a distri-
bution that is compared with the overall distribution of data points. Fig. 6
illustrates the problem of interest. Each of the circles represents an object
or transaction. The spatial position of the object corresponds to a vector
attribute, that is — in this example — two-dimensional. In general, a vector
attribute is composed of D continuous attributes that are assumed to form
a vector space. In Fig. 6, circles that are solid black represent objects, for
which a particular item is present. Only a single item is represented in this
image, but the process can be applied to many items. In the left panel the
solid black circles are close together. The histogram under the left panel
reflects the observation that there are six objects that have the item of in-
terest, each of which has five neighbors that also have the item. The right
panel shows objects with the same vector data as the left panel, but the
item data are associated with different objects. Although the vector data are
identical, the item data look far more distributed, and the histogram shows
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Figure 7: Sample expression profiles for two subsets of data. The top panels
show gene expression profiles over multiple related experiments. The same
set of curves are shown in the left and in the right panel. In each panel, a
different subset of profiles is highlighted, corresponding to genes of a different
functional designation. The number of neighbors, for all genes that show the
function, is summarized in a histogram.

that relevant objects only have two to four neighbors. The setting on the
left side illustrates what we consider a vector-item pattern. Fig. 7 shows an
application of these concepts to the analysis of gene expression data together
with functional information related to the proteins.

We have first introduced a histogram-based technique, and later devel-
oped a Kullback-Leibler-divergence-based approach that compares distribu-
tions directly. We have evaluated our algorithms on a variety of data sets and
for a variety of problems including genomics [9], the chemistry of coatings
[8], and stock market data [17]. We have shown that our algorithm typically
produces more accurate results faster than comparison approaches that are
based on testing whether classification leads to significant results on the data
set.

Accomplishments in relationship to the proposed goals

The integration of different types of data into a coherent framework has been
highly successful and dissemination has happened in many publications. The
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remaining manuscripts are close to submission or under review. The research
has had an unexpected but highly promising result in suggesting that the
concept of aspect attributes is best generalized from just a single, traditional
attribute to sets of continuous attributes, which we call a vector attribute.
This outcome opens up a new perspective on the problem of data mining
of diverse data, since combinations of vector attributes are not commonly
discussed.
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